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THEMATIC SUMMARY BOX
At the end of this chapter, students should be able to:
• Correctly formulate statistical hypotheses with respect to the aims of epidemiological and/or biomedical studies
• Construct and provide statistical decision-making test rules corresponding to practical experiments
• Use parametric and nonparametric likelihood testing techniques in applied researches
• Understand basic properties of likelihood ratio type tests in parametric and nonparametric manners
• Use basic test procedures and their components in practical statistical decision-making mechanisms
• Employ statistical software at a beginning level

Introduction, preliminaries, and basic components of statistical decision-making mechanisms

Often, experiments in biomedicine and other health-related sciences involve mathematically formalized tests, employing appropriate and efficient statistical procedures to analyze data. Mathematical strategies to make decisions via formal rules play important roles in medical and epidemiological discovery, in policy formulation, and in clinical practice. In this context, in order to make conclusions about populations on the basis of samples from those populations, clinical trials commonly require the application of the mathematical statistical discipline.

The aim of the scientific methods in decision theory is to simultaneously maximize quantified gains and minimize losses in reaching a conclusion. For example, statements of clinical experiments can request to maximize factors (gains) such as...
accuracy of diagnosis of medical conditions, faster healing, and greater patient satisfaction, while minimizing factors (losses) such as efforts, durations of screening for disease, more side effects, and costs of the experiments.

There are many constraints and formalisms to deal with while constructing statistical tests. An essential part of the test-constructing process is that statistical hypotheses should be clearly formulated with respect to the objectives of clinical studies.

**Statistical hypotheses**

Commonly, statistical hypotheses and the corresponding clinical hypotheses are associated but stated in different forms and orders. In most clinical experiments, we are interested in tests regarding characteristics or distributions of one or more populations. In such cases, the statistical hypotheses must be very carefully formulated, and formally and clearly stated, displaying, for example, the nature of associations between characteristics or distributions of populations. For example, suppose that the clinical hypothesis is that the population mean time to heal with an antibiotic is different from the mean time to heal without the antibiotic. In this case, the statistical hypothesis to be tested should be that the population mean time to heal with an antibiotic is equivalent to the mean time to heal without the antibiotic. Here, we will test for the equivalence of parameters of populations. Note that one can ask to test for distribution difference with/without the antibiotic.

The term *Null Hypothesis*, symbolized $H_0$, is commonly used to show our primary statistical hypothesis. For example, when the clinical hypothesis is that a biomarker of oxidative stress has different circulating levels with respect to patients with and without atherosclerosis, a null hypothesis can be proposed corresponding to the assumption that levels of the biomarker in individuals with and without atherosclerosis are distributed equally. Note that the clinical hypothesis points out that we want to indicate the discriminating power of the biomarker, whereas $H_0$ says there are no significant associations between the disease and biomarker's levels. The reason lies in the ability to formulate $H_0$ clearly and unambiguously, as well as quantify and calculate expected errors in decision-making procedures. If the null hypothesis were formed in a similar manner to the clinical hypothesis, we probably could not unambiguously determine which links between the disease and biomarker's levels we should test.

**Common errors related to the statistical testing mechanisms**

The null hypothesis is usually a statement to be tested. Commonly, the statistical testing procedure results in a decision to reject or not reject the null hypothesis. In the context of testing statistical hypotheses, in order to provide a formal test procedure, as well as compare mathematical strategies for making decisions (e.g., with respect to statistical powers of tests), algorithms for monitoring test characteristics associated with the probability to reject a correct hypothesis should be considered. Here, we define the statistical power of a test as the probability that $H_0$ is correctly rejected when $H_0$ is false. In general, while developing and applying test procedures, the practical statistician faces the task of controlling the probability of the event that a test's outcome requests to reject $H_0$ when in fact $H_0$ is correct, a Type I error. For example, assume that $L$ is the test statistic based on the observed data, $C$ is a threshold, and
the decision rule is to reject $H_0$ for large values of $L$, that is, when $L > C$; then, the threshold should be defined such that $\Pr(L > C | H_0) = \alpha$, where $\alpha$ is a presumed significance level, that is, the probability of committing a Type I error. Note that when we compare two statistical tests, we mean to compare powers of the tests, given that the rate of Type I error is fixed.

It is clear that in order to construct statistical tests, we must review the corresponding clinical study, formalizing objectives of the experiments and making assumptions in hypothesis testing. A violation of the assumptions can result in incorrect results from the test, as well as a vital malfunction of the Type I error control system. Moreover, should the user verify that the assumptions are satisfied, errors in the verifications can affect the Type I error control.

The practitioner may also be interested to consider another related type of error in statistical testing procedures. If $H_0$ is false but fails to be rejected, the incorrect decision of not rejecting $H_0$ is called a Type II error. The Type II error rate can be defined as $\Pr(L < C | H_0)$, when we assume that $L$ is the test statistic based on the observed data, $C$ is a threshold, and the decision rule is to reject $H_0$ when $L > C$. Type II errors may occur when the effect size, biases in testing procedures, and random variability combine to lead to results insufficiently inconsistent with $H_0$ to reject it. Essentially, it is the dichotomization of the study results into the categories "significant" or "not significant" that leads to Type I and Type II errors. Although errors resulting from an incorrect classification of the study results would seem to be unnecessary and avoidable, the Neyman–Pearson (dichotomous) hypothesis testing is ingrained in scientific research due to the apparent objectivity and definitiveness of the pronouncement of significance.

**p-Values**

The traditional testing procedure assumes to define a test threshold and reject or not reject $H_0$ based on comparisons between values of test statistics and the threshold. An alternative approach to hypothesis testing is to obtain the $p$-value.

As a continuous measure of the compatibility between a hypothesis and data, a $p$-value is defined as the probability of obtaining a test statistic (a corresponding quantity computed from the data, such as a t-statistic) at least as extreme or close to the one that was actually observed, assuming that $H_0$ is true. $p$-Values can be divided into two major types: one-sided (upper and lower) and two-sided. Assuming there are no biases in the data collection or the data analysis procedure, an upper one-sided $p$-value is the probability under the test hypothesis that the test statistic will be no less than the observed value. Similarly, a lower one-sided $p$-value is the probability under the test hypothesis that the test statistic will be no greater than the observed value. The two-sided $p$-value is defined as twice the smaller of the upper and lower $p$-values.

If the $p$-value is small, it can be interpreted that the sample produced a very rare result under $H_0$, that is, the sample result is inconsistent with the null hypothesis statement. On the other hand, a large $p$-value indicates the consistency of the sample result with the null hypothesis. At the pre-specified $\alpha$ significance level, the decision is to reject $H_0$ when the $p$-value is less than or equal to $\alpha$; otherwise, the decision is to not reject $H_0$. Therefore, the $p$-value is the smallest level of significance at which
$H_0$ would be rejected. In addition to providing a decision-making mechanism, the 
$p$-value also sheds some light on the strength of the evidence against $H_0$.²

Misinterpretations of $p$-values are common in clinical trials and epidemiology. 
In one of the most common misinterpretations, $p$-values are erroneously defined as 
the probabilities of test hypotheses. In many situations, the probability of the test 
hypothesis can be computed, but it will almost always be far from the two-sided 
$p$-value.²³ Note that the $p$-values can be viewed as a random variable, uniformly 
distributed between 0 and 1 if the null hypothesis is true. For example, suppose that the 
test statistic $L$ has a cumulative distribution function (CDF) $F$ under $H_0$, and a CDF 
$G$ under a one-sided upper-tailed alternative $H_1$. Then, the $p$-value is the random 
variable $1 - F(L)$, which is uniformly distributed under $H_0$.²⁴

**Sorts of information applicable to construct test procedures**

The interests of clinical investigators usually lead to the problem of mathematically 
expressing procedures, using statistical decision rules based on sample data to test 
statistical hypotheses. In this case, when the users construct the decision rules, two 
additional information resources can be incorporated. The first is a defined function 
that consists of the explicit, quantified gains and losses in reaching a conclusion 
and their relative weights. Frequently, this function determines the loss that can be 
expected corresponding to each possible decision. This type of information can incor-
porate a loss function into the statistical decision-making process.

The second source reflects prior information. Commonly, in order to derive 
prior information, researchers should consider past experiences in similar situations. 
The Bayesian methodology formally provides clear technique manuals on how to 
construct efficient statistical decision rules for various complex problems related to 
clinical experiments, employing prior information.²⁵

**Parametric approach**

A clinical statistician may use a sort of technical statements related to the observed 
data, while constructing the corresponding decision rules. The above-mentioned 
types of information used for test constructing can induce the technical statements, 
which oftentimes are called assumptions regarding the distribution of data. The 
assumptions often define a fit of the data distribution to a functional form that is 
completely known, or known up to parameters, since a complete knowledge of the 
distribution of data can provide all the information investigators need for efficient 
applications of statistical techniques. However, in many scenarios, the assumptions 
are presumed and very difficult to prove, or to test for being proper. The simple, but 
widely used, assumptions in biostatistics are that data derived via a clinical study 
follow one of the commonly used distribution functions: the normal, lognormal, 
$t$, $\chi^2$, gamma, $F$, binomial, uniform, Wishart, and Poisson. The data distribution 
function can be defined up to parameters.²⁶ For example, the normal distribution 
$N(\mu, \sigma^2)$ is the famous bell curve, where the parameters $\mu$ and $\sigma^2$ represent the mean 
and variance of the population from which the data were sampled. The values of the 
parameters $\mu$ and $\sigma^2$ may be assumed to be unknown. Mostly, in such cases, 
assumed functional forms of the data distributions are involved in making statistical
decision rules via the use of statistics, which we name Parametric Statistics. If certain key assumptions are met, parametric methods can yield very simple, efficient, and powerful inferences.

**Nonparametric approach**

The statistical literature has widely addressed the issue that parametric methods are often very sensitive to moderate violations of parametric assumptions, and hence nonrobust.10 The parametric assumptions can be tested in order to reduce the risk of applying a misleading parametric approach. Note that in order to test for parametric assumptions, a goodness-of-fit test, outlined in a later section of this chapter, can be applied. In this case, statisticians can try to verify the assumptions, while making decisions with respect to main objectives of the clinical study. This leads to very complicated topics, dealt with in multiple testing. For example, it turns out that a computation of the expected risk of making a wrong decision strongly depends on the errors that can be made by not rejecting the parametric assumptions. The complexity of this problem can increase when researchers examine various functional forms to fit the data distribution in order to apply parametric methods. A substantial body of theoretical and experimental literature has discussed the pitfalls of multiple testing, placing blame squarely on the shoulders of the many clinical investigators who examine their data before deciding how to analyze it, or neglect to report the statistical tests that may not have supported their objectives.11 In this context, one can present different examples, both hypothetical and actual, to get to the heart of issues that especially arise in the health-related sciences. Note, also, that in many situations, due to the wide variety and complex nature of problematic real data (e.g., incomplete data subject to instrumental limitations of studies), statistical parametric assumptions are hardly satisfied, and their relevant formal tests are complicated or not readily available.12

Unfortunately, even clinical investigators trained in statistical methods do not always verify the corresponding parametric assumptions, nor attend to probabilistic errors of the corresponding verification, when they use well-known elementary parametric statistical methods, for example, the t-tests.

Thus, it is known that when the key assumptions are not met, the parametric approach may be extremely biased and inefficient when compared to its robust nonparametric counterparts. Statistical inference under the nonparametric regime offers decision-making procedures, avoiding or minimizing the use of the assumptions regarding functional forms of the data distributions.

In general, the balance between parametric and nonparametric approaches can boil down to expected efficiency versus robustness to assumptions. One very important issue is preserving the efficiency of statistical techniques through the use of robust nonparametric likelihood methods, minimizing required assumptions about data distributions.12

**Remarks**

A wealth of additional applied and theoretical materials related to statistical decision-making procedures may be found in a variety of scientific publications.5,9,10,13-15
This chapter is organized as follows: In section "R: statistical software," the statistical software R is outlined at a beginning level. The likelihood methodology is described in section "Likelihood." In section "Tests on means of continuous data," we show different tests for means of continuous data. Section "The exact likelihood ratio test for equality of two normal populations" reviews the exact likelihood ratio test for equality of two normal populations. Section "Empirical likelihood" introduces the empirical likelihood methodology. In section "Receiver operating characteristic curve analysis," we introduce common methods based on the receiver operating characteristic (ROC) curves used in biomedical and epidemiological researches to make statistical decisions. Goodness-of-fit tests are reviewed in section "Goodness-of-fit tests." In section "Wilcoxon rank-sum tests," we review the Wilcoxon two-sample test, a nonparametric analogy to the two-sample t-test. Different tests for independence are introduced in section "Tests for independence." Section "Numerical methods for calculating critical values and powers of statistical tests" presents the method for Type I error control using Monte Carlo techniques. In section "Concluding remarks," we conclude this chapter with remarks.

**R: statistical software**

**In this section,** we outline the use of R, a powerful and flexible statistical software language. Examples of statistical techniques implemented using R codes are employed in the chapter material.

R is a free case-sensitive, command line-driven software for statistical computing and graphics. Once the R program is installed via www.r-project.org and starts up, the main input window and a short introductory message (which appears a little differently on each operating system) are presented. For example, Figure 31.1 shows the main input window in the operating system Windows with a few menus available at the top. Below the header a blank line is presented, with a screen prompt symbol > in the left-hand margin, showing the place where commands should be typed.

For example, we consider a simple way to input data using the c() function, which creates a vector, a variable with one or more values of the same type. We input a data containing 3, 5, 10, and 7, as shown below.

```r
> x<-c(3, 5, 10, 7)
```

To see the value of x, we type in the name of the vector x after the prompt symbol and press the Return key.

```r
> x
```

As a result, R provides the following output:

```
[1] 3 5 10 7
```

R can perform simple statistical calculations in addition to very complex computations. Table 31.1 shows some simple commands that produce descriptive statistics of a vector x created based on a sample of measurements $X_1, \ldots, X_n$. 
Figure 31.1 Screenshot of the R interface.

Table 31.1 The R commands that produce introductory descriptive statistics based on a numerical vector $x$.

<table>
<thead>
<tr>
<th>Command</th>
<th>Explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>mean(x, na.rm = FALSE)</code></td>
<td>Calculates the arithmetic mean of $x$.</td>
</tr>
<tr>
<td><code>sd(x, na.rm = FALSE)</code></td>
<td>Calculates the sample estimator of the standard deviation of $x$.</td>
</tr>
<tr>
<td><code>var(x, na.rm = FALSE)</code></td>
<td>Calculates the sample estimator of the variance of $x$.</td>
</tr>
<tr>
<td><code>sum(x, na.rm = FALSE)</code></td>
<td>Calculates the sum of the elements of $x$.</td>
</tr>
</tbody>
</table>

Instead of using the built-in functions such as those shown in Table 31.1, if a custom function need to be created to carry out some specific tasks, the `function()` command can be used. The following example shows a simple function `mymean` that determines the running mean of the first $i$, $i = 1, \ldots, n$ elements of a vector $x$, where $n$ is the number of elements in $x$. Results are shown for $x$, specified above by applying the customized function.

```r
> mymean <- function(x) {
+   tmp <- c()
+   for(i in 1:length(x)) temp[i] <- mean(x[1:i])
+   return(tmp)
+ }
```
> mymean(x)
[1] 3.00 4.00 6.00 6.25

Note that the symbol + is shown at the left-hand side of the screen instead of > when it is working, meaning that the last command typed is incomplete. The function () can also be used to create complicated functions.

There are many packages in R that can be downloaded and installed from CRAN-like repositories or local files using the command install.packages("packagename"), where packagename is the name of the package to be installed and must be in quotes; single or double quotes are both fine as long as they are not mixed. Once the package is installed, it can be loaded by issuing the command library(packagename), and commands available in the package can be accessed. Through an extensive help system built into R, a help entry for a specified command can be brought up via the help(commandname) command. As a simple example, we introduce the command EL.means in the EL library.

> install.packages("EL")
Installing package into 'C:/Users/xiwei/Documents/R/win-library/3.1'
(as 'lib' is unspecified)
trying URL 'http://cran.rstudio.com/bin/windows/contrib/3.1/
EL_1.0.zip'
Content type 'application/zip' length 53774 bytes (52 Kb)
opened URL
downloaded 52 Kb

package 'EL' successfully unpacked and MD5 sums checked

The downloaded binary packages are in
C:\Users\xiwei\AppData\Local\Temp\Rtmp4uRCPS\downloaded
_packages
> library(EL)
> help(EL.means)

The use of the function EL.means provides possibilities to implement the empirical likelihood tests that are introduced in detail in section "Empirical likelihood."

As another concrete example, we show the mvrnorm command in the MASS library.

> install.packages("MASS")
Installing package into 'C:/Users/xiwei/Documents/R/win-library/3.1'
(as 'lib' is unspecified)
trying URL 'http://cran.rstudio.com/bin/windows/contrib/3.1/
MASS_7.3-34.zip'
Content type 'application/zip' length 1083003 bytes (1.0 Mb)
opened URL
downloaded 1.0 Mb

package 'MASS' successfully unpacked and MDS sums checked

The downloaded binary packages are in
C:\Users\xiwei\AppData\Local\Temp\Rtmp4uRCPS\downloaded_packages
> library(MASS)
> help(mvrnorm)

The mvrnorm command is very useful for simulating the data from a multivariate normal distribution. To illustrate, we simulate bivariate normal data with mean \((0,0)\) and an identity covariance matrix with a sample size of 5.

> n <- 5  # define the sample size
> mu <- c(0,0)  # define the mean vector
> Sigma <- matrix(c(1,0,0,1), nrow=2, ncol=2)  # define covariance matrix
> set.seed(123)  # define the seed to fix the sample
> X <- mvrnorm (n, mu=mu, Sigma=Sigma)  # generate data
> X

[,1]     [,2]
[1,] -1.7150650 -0.56047565
[2,] -0.4609162 -0.23017749
[3,]  1.2650612  1.55870831
[4,]  0.6868529  0.07050839
[5,]  0.4456620  0.12928774

Likelihood

One of the traditional instruments used in medical experiments and drug development is the testing of statistical hypotheses based on the t-test or its different modifications. Despite the fact that these tests are straightforward with respect to their applications in clinical trials, it should be noted that there has been a huge literature on the criticism of t-test-type statistical tools. One major issue that has been widely recognized is the significant loss of efficiency of these procedures under different distributional assumptions. The legitimacy of t-test-type procedures also comes into question in the context of inflated Type I errors seen when data distributions differ from normal and the number of observations is fixed. This can pose serious problems when data based on biomarker measurements are available for statistical testing. The recent biostatistical literature has well addressed the arguments that show the values of biomarker measurements that tend to follow skewed distributions, for example, a lognormal distribution. Hence, the use of t-test-type techniques in this setting is suboptimal and is accompanied by significant difficulties in controlling the corresponding Type I error.
Consider the following example based on the data from a study evaluating biomarkers related to atherosclerotic coronary heart disease.  

A cross-sectional population-based sample of randomly selected residents (aged 35–79) of Erie and Niagara counties of the state of New York, USA, was the focus of this experiment. The New York State Department of Motor Vehicles drivers' license rolls were employed as the sampling frame for adults between the ages of 35 and 65, whereas the elderly sample (aged 65–79) was randomly selected from the Health Care Financing Administration database. Participants provided a 12-h fasting blood specimen for biochemical analysis at baseline, and a number of characteristics were evaluated from fresh blood samples. The samples \( X \) and \( Y \) presented 50 measurements (mg/dl) of the biomarker "high-density lipoprotein (HDL) cholesterol" obtained from healthy patients. These measurements were divided into the two groups: \( X \) and \( Y \). The following R code shows the input of the data and the construction of histograms of the data, as seen in Figure 31.2.

Although one can reasonably expect the samples are from the same population, the \( t \)-test result shows a significant difference of their distributions, as demonstrated below via the use of the function \( t.test \) in R.

```r
> t.test(X,Y)

Welch Two Sample t-test

data:  X and Y
    t = 2.1526, df = 47.704, p-value = 0.03644
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
   0.6657898 19.5742102
sample estimates:
mean of x mean of y
  57.20     47.08
```
The samples X and Y presented 50 measurements (mg/dl) of the biomarker "HDL (high-density lipoprotein) cholesterol" obtained from healthy patients. These measurements were divided into the two groups: X and Y. The following R code shows the input of the data and the construction of histograms of the data, as seen in Figure 28.2.

```r
X<-c(37.4,70.4,52.8,46.2,74.8,96.8,41.8,55.0,83.6,63.8,63.8,52.8,46.2,37.4,50.6,74.8,46.2,39.6,70.4,30.8,74.8,61.6,30.8,74.8,52.8)
Y<-c(44.0,35.2,110.0,63.8,44.2,6.4,52.8,30.8,39.6,44.4,48.4,39.6,55.5,52.8,50.6,39.6,35.2,55.5,57.2,37.4,30.8,46.2,50.6,44.4)
> a<-min(c(X,Y))-20
> b<-max(c(X,Y))+20
> par(pty="s",mfrow=c(1,2))
> hist(X,xlim=c(a,b),ylim=c(0,0.05),freq=FALSE)
> hist(Y,xlim=c(a,b),ylim=c(0,0.05),freq=FALSE)
```

*Figure 28.2 Here.*

Although one can reasonably expect the samples are from the same population, the t-test result shows a significant difference of their distributions.
Perhaps, in order to investigate reasons for this incorrect output of the $t$-test, the following issues may be taken into account:

The histograms displayed in Figure 31.2 indicate that the distributions of the $X$ and $Y$ are probably skewed. In a nonasymptotic context, when the sample sizes are relatively small, one can show that the $t$-test statistic is a product of likelihood ratio-type considerations, based on normally distributed observations. That is, the $t$-test is a parametric test, and the parametric assumption seems to be violated in this example.

Thus, in many settings, it may be reasonable to propose an approach for developing statistical tests, attending to data distributions, in order to provide procedures that are as efficient as the $t$-test based on normally distributed observations. Toward this end, the likelihood methodology can be employed.

**Likelihood ratio and its optimality**

Now we turn to outlining the likelihood principle. When the forms of data distributions are assumed to be known, the likelihood principle is a central tenet for developing powerful statistical inference tools for use in clinical experiments. The *likelihood method*, or simply the *likelihood*, is arguably the most important concept for inference in parametric modeling when the underlying data are subject to different problems and limitations related to medical and epidemiological studies, for example, in the context of the analysis of survival data. Likelihood-based testing, as we know, was mainly founded and formulated in a series of fundamental papers published in the period of 1928–1938 by Jerzy Neyman and Egon Pearson. In 1928, the authors introduced the generalized likelihood ratio test and its association with chi-squared statistics. Five years later, the Neyman–Pearson Lemma was introduced, showing the optimality of the likelihood ratio test. These seminal works provided us with the familiar notions of simple and composite hypotheses and errors of the first and second kinds, thus defining formal decision-making rules for testing. Without loss of generality, the principle idea of the proof of the Neyman–Pearson Lemma can be shown by using the trivial inequality

$$
(A - B)(\{A \geq B\} - \delta) \geq 0,
$$

(31.1)

for all $A$, $B$ where $\delta \in [0, 1]$ and $I[\cdot]$ denotes the indicator function. For example, suppose we would like to classify independent identically distributed (i.i.d.) biomarker measurements $\{X_i, i = 1, \ldots, n\}$ corresponding to hypotheses of the following form: $H_0: X_i$ is from a density function $f_0$, versus $H_1: X_i$ is from a density function $f_1$. In this context, to construct the likelihood ratio test statistic, we should consider the ratio between the joint density function of $\{X_1, \ldots, X_n\}$ obtained under $H_1$ and the joint density function of $\{X_1, \ldots, X_n\}$ obtained under $H_0$, and then define $\Pi_{i=1}^n f_1(X_i) / \Pi_{i=1}^n f_0(X_i)$ as the likelihood ratio. In this case, the likelihood ratio test is uniformly most powerful. This proposition directly follows from the expected value under $H_0$ of the inequality (31.1), where we define $A = \Pi_{i=1}^n f_1(X_i) / f_0(X_i)$, $B$ to be a test threshold (i.e., the likelihood ratio test rejects $H_0$ if and only if $A \geq B$), and $\delta$ is assumed to represent any decision rule based on $\{X_i, i = 1, \ldots, n\}$. The Appendix contains details of the proof. This simple proof technique was used to show optimal
aspects of different statistical decision-making policies based on the likelihood ratio concept applied in clinical experiments.  

The likelihood ratio based on the likelihood ratio test statistic is the likelihood ratio test statistic

The Neyman–Pearson test concept, fixing the probability of a Type I error, comes under some criticism from epidemiologists. One of the critical points is about the importance of paying attention to Type II errors. For example, Freiman et al. pointed out results of 71 clinical trials that reported no “significant” differences between the compared treatments. The authors found that in the great majority of these trials, the strong effects of new treatment were reasonable. The investigators in such trials inappropriately accepted the null hypothesis as correct, which probably resulted in Type II errors. In the context of likelihood ratio-based tests, we present the following result that demonstrates an association between the probabilities of Type I and II errors.

Suppose we would like to test for \( H_0 \) versus \( H_1 \), employing the likelihood ratio \( L = f_{H_1}(D)/f_{H_0}(D) \) based on data \( D \), where \( f_H \) defines a density function that corresponds to the data distribution under the hypothesis \( H \). Say, for simplicity, we reject \( H_0 \) if \( L > C \), where \( C \) is a presumed threshold. In this case, we can then show that

\[
\frac{f_{H_1}(u)}{f_{H_0}(u)} = u f_{H_0}(u), \tag{31.2}
\]

where \( f_{H_0}(u) \) is the density function of the test statistic \( L \) under the hypothesis \( H \) and \( u > 0 \). Details of the proof of this fact are shown in the Appendix. Thus, we can obtain the probability of a Type II error in the form of

\[
\Pr(\text{the test does not reject } H_0 | H_1 \text{ is true}) = \Pr(L \leq C | H_1 \text{ is true}) = \int_0^C f_{H_1}(u) \, du = \int_0^C uf_{H_0}(u) \, du.
\]

Now, if, in order to control the Type I error, the density function \( f_{H_0}(u) \) is assumed to be known, then the probability of the Type II error can be easily computed.

The likelihood ratio property \( f_{H_1}(u)/f_{H_0}(u) = u \) can be applied to solve different issues related to performing the likelihood ratio test. For example, in terms of the bias of the test, one can request to find a value of the threshold \( C \) that maximizes

\[
\Pr(\text{the test rejects } H_0 | H_1 \text{ is true}) = \Pr(\text{the test rejects } H_0 | H_0 \text{ is true}),
\]

where the probability \( \Pr(\text{the test rejects } H_0 | H_1 \text{ is true}) \) depicts the power of the test. This equation can be expressed as

\[
\Pr(L > C | H_1 \text{ is true}) - \Pr(L > C | H_0 \text{ is true}) = \left( 1 - \int_0^C f_{H_1}(u) \, du \right) - \left( 1 - \int_0^C f_{H_0}(u) \, du \right).
\]
Let the derivative of this notation equal zero and solve the equation:

\[
\frac{d}{dC} \left[ \left( 1 - \int_{C}^{\infty} f_{H_1}(u) \, du \right) - \left( 1 - \int_{C}^{\infty} f_{H_0}(u) \, du \right) \right] = -f_{H_1}(C) + f_{H_0}(C) = 0.
\]

By virtue of the property (31.2), this implies \(-C f_{H_1}(C) + f_{H_0}(C) = 0\) and then \(C = 1\), which provides the maximum discrimination between the power and the probability of a Type I error in the likelihood ratio test.

In other words, the interesting fact is that the likelihood ratio \(f_{H_1}/f_{H_0}\) based on the likelihood ratio \(L = f_{H_1}/f_{H_0}\) comes to be the likelihood ratio, that is, \(f_{H_1}(L)/f_{H_0}(L) = L\).

Interpretations of this statement in terms of information, we leave to the reader's imagination.

**Exercise 31.1**

Given a sample of i.i.d. measurements \(X_1, \ldots, X_n\) from an exponential distribution with the rate parameter \(\lambda\), that is, \(X_i \sim \text{exp}(\lambda)\), derive the likelihood ratio test statistics for the simple hypothesis \(H_0 : \lambda = 1\) versus \(H_1 : \lambda = 2\).

**Maximum likelihood; is it the likelihood?**

Various real-world data problems require considerations of statistical hypotheses with structures that depend on unknown parameters. In this case, the maximum likelihood method proposes to approximate the most powerful likelihood ratio, employing a proportion of the maximum likelihoods, where the maximizations are over values of the unknown parameters belonging to distributions of observations under the corresponding hypotheses. We shall assume the existence of essential maximum likelihood estimators. The influential Wilks' theorem provides the basic rationale as to why the maximum likelihood ratio approach has had tremendous success in statistical applications. Wilks showed that under regularity conditions, asymptotic null distributions of maximum likelihood ratio test statistics are independent of nuisance parameters. That is, a Type I error in the maximum likelihood ratio tests can be controlled asymptotically, and approximations of the corresponding \(p\)-values can be computed.

Thus, if certain key assumptions are met, one can show that parametric likelihood methods are very powerful and efficient statistical tools. We should emphasize that the role of the discovery of the likelihood ratio methodology in statistical developments can be compared to the development of the assembly line technique of mass production. The likelihood ratio principle gives clear instructions and technique manuals on how to construct efficient statistical decision rules in various complex problems related to clinical experiments. For example, Vexler et al. developed a likelihood ratio test for comparing populations based on incomplete longitudinal data subject to instrumental limitations.

Although many statistical publications continue to contribute to the likelihood paradigm and are very important in the statistical discipline (an excellent account can be found in Lehmann and Romano), several significant questions naturally arise about the maximum likelihood approach's general applicability. Conceptually,
there is an issue specific to classifying maximum likelihoods in terms of likelihoods that are given by joint density (or probability) functions based on data. Integrated likelihood functions, with respect to arguments related to data points, are equal to 1, whereas accordingly integrated maximum likelihood functions often have values that are indefinite. Thus, while likelihoods present full information regarding the data, the maximum likelihoods might lose information conditional on the observed data. Consider this simple example:

Suppose we observe \( X_1 \), which is assumed to be from a normal distribution \( N(\mu, 1) \) with mean parameter \( \mu \). In this case, the likelihood has the form \((2\pi)^{-0.5} \exp(- (X_1 - \mu)^2 / 2)\) and, correspondingly, \( \int (2\pi)^{-0.5} \exp(- (X_1 - \mu)^2 / 2) dX_1 = 1 \), whereas the maximum likelihood, that is, the likelihood evaluated at the estimated \( \hat{\mu} = X_1 \) is \((2\pi)^{-0.5} \), which clearly does not represent the data and is not a proper density. This demonstrates that since the Neyman–Pearson lemma is fundamentally grounded on the use of the density-based constitutions of likelihood ratios, maximum likelihood ratios cannot be optimal in general. That is, the likelihood ratio principle is generally not robust when the hypothesis tests have corresponding nuisance parameters to consider, for example, testing a hypothesized mean given an unknown variance.

An additional inherent difficulty of the likelihood ratio test occurs when a clinical experiment is associated with an infinite-dimensional problem and the number of unknown parameters is relatively large. In this case, Wilks’ theorem should be re-evaluated, and nonparametric approaches should be considered in contexts of reasonable alternatives to the parametric likelihood methodology.\(^\text{32}\)

The ideas of likelihood and maximum likelihood ratio testing may not be fiducial and applicable in general nonparametric function estimation/testing settings. It is also well known that when key assumptions are not met, parametric approaches may be suboptimal or biased as compared to their robust counterparts across the many features of statistical inferences. For example, in a biomedical application, Gosh proved that the maximum likelihood estimators for the Rasch model are inconsistent, as the number of nuisance parameters increases to infinity (Rasch models are often employed in clinical trials that deal with psychological measurements, e.g., abilities, attitudes, and personality traits).\(^\text{33}\) Due to the structure of likelihood functions based on products of densities, or conditional density functions, relatively insignificant errors in classifications of data distributions can lead to vital problems related to the applications of likelihood ratio type tests.\(^\text{34}\) Moreover, one can note that, given the wide variety and complex nature of biomedical data (e.g., incomplete data subject to instrumental limitations or complex correlation structures), parametric assumptions are rarely satisfied. The respective formal tests are complicated, or oftentimes not readily available.

**Exercise 31.2**

Given a sample of i.i.d. measurements \( X_1, \ldots, X_n \), following an exponential distribution with the rate parameter \( \lambda \), that is, \( X_1, \ldots, X_n \sim f(x) = \lambda \exp(-\lambda x) \), derive the maximum likelihood ratio test statistic for the composite hypothesis \( H_0 : \lambda = 1 \) versus \( H_1 : \lambda \neq 1 \).
Tests on means of continuous data

Does a sample mean equal a pre-specified population mean, or, alternatively, do two or more samples have the same population mean? These questions can be answered by the hypothesis testing of equal means.

Likelihood ratio test for the mean of normally distributed data

Given a random sample of i.i.d. observations $X_1, \ldots, X_n$ from a normal population with the mean $\mu$ and the variance $\sigma^2$, we would like to test for the simple hypothesis

$$H_0 : \mu = \mu_0 \text{ versus } H_1 : \mu = \mu_1.$$ 

In this case, the likelihood function is

$$L = (\sigma \sqrt{2\pi})^{-n} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (X_i - \mu)^2 \right\}.$$ 

Therefore, the likelihood ratio has the form

$$\Lambda = \frac{(\sigma \sqrt{2\pi})^{-n} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (X_i - \mu_0)^2 \right\}}{(\sigma \sqrt{2\pi})^{-n} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (X_i - \mu_1)^2 \right\}}.$$ 

$$= \exp \left\{ \frac{2(\mu_0 - \mu_1) \sum_{i=1}^{n} X_i - n(\mu_0^2 - \mu_1^2)}{2\sigma^2} \right\}.$$ 

We reject $H_0$ if $\Lambda > C_a$, where the constant $C_a$ is selected for a specified value for the significance level $\alpha$, the Type I error rate. To use this most powerful likelihood ratio test, we must know the values of $\sigma^2$, $\mu_0$, and $\mu_1$.

$t$-Type tests

As an example of the likelihood methodology, we present $t$-test-type decision rules, which are widely used in practice. Assuming the following constraints: (1) the sample is a simple random sample from the population and each sample observation is independent of each other, and (2) the sample observations were drawn from a normal distribution, $t$-tests can be conducted to test means of continuous data. The one-sample $t$-test can be applied to test for the equality of the sample mean to a presumed value when the population variance is unknown or the sample size is small (no greater than 30 as a rule of thumb). To determine if two independent sets of data are significantly different from each other, the two-sample $t$-test can be applied. In the case of multivariate hypothesis testing, the multivariate $t$ (Hotelling's $t$-squared) test, as a generalization of the Student's $t$-statistic, should be used.

One-sample $t$-tests

In testing the null hypothesis that the population mean is equal to a specified value $\mu_0$, that is, $H_0 : \mu = \mu_0$ versus $H_1 : \mu \neq \mu_0$, based on the observed data $X_1, \ldots, X_n$, one
uses the statistic

\[ t = \frac{\bar{X} - \mu_0}{s/\sqrt{n}}, \]

where \( n \) is the sample size, \( \bar{X} = n^{-1} \sum_{i=1}^{n} X_i \) is the sample mean, and \( s \) is the sample standard deviation. At the \( \alpha \) significance level, the null hypothesis can be rejected if \(|t| \geq t_{\alpha/2, n-1}\), where \( t_{\alpha/2, n-1} \) is the \((1 - \alpha/2)\)th quantile of \( t \) distribution with \( n - 1 \) degrees of freedom. Here, we define the \( p \)th quantile for a random variable as the value \( x \), such that the probability that the random variable will be less than \( x \) is at most \( p \) and the probability that the random variable will be more than \( x \) is at least \( 1 - p \). Note that the population does not need to be normally distributed for a large sample size (>30, as a rule of thumb). By the central limit theorem, the distribution of the population of sample means, \( \bar{X} \), will be approximately normal for a sufficiently large sample size.\(^{35}\)

**Two-sample t-tests**

The two-sample t-test is used to determine if two independent population means are equal, that is, \( H_0 : \mu_1 = \mu_2 \) versus \( H_1 : \mu_1 \neq \mu_2 \). Given two samples of i.i.d. observations \( X_{i1}, \ldots, X_{i_{n_i}}, i = 1, 2 \), we denote the sample size, the sample mean, and the unbiased estimator of the variance of the two samples as \( n_i, \bar{X}_i = n_i^{-1} \sum_{j=1}^{n_i} X_{ij} \), and \( s^2_i = (n_i - 1)^{-1} \sum_{j=1}^{n_i} (X_{ij} - \bar{X}_i)^2 \), \( i = 1, 2 \), respectively. The t-statistic to test whether the means are equal can be calculated as follows:

\[ t = \frac{\bar{X}_1 - \bar{X}_2}{s_d}. \]

Based on the equivalence of the population variance in two groups, the equal variances case and the unequal variances case are considered separately, and the estimate of \( s_d \) can be calculated accordingly.

Equal variances: When the two distributions are assumed to have the same variance, the estimator is \( s_d = s_p \sqrt{n_1^{-1} + n_2^{-1}} \), where the pooled standard deviation \( s_p = \sqrt{\frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 + n_2 - 2}} \) is an estimator of the common standard deviation of the two samples. At the \( \alpha \) significance level, the null hypothesis of equal means can be rejected if \(|t| \geq t_{\alpha/2, n_1 + n_2 - 2}\), where \( t_{\alpha/2, n_1 + n_2 - 2} \) is the \((1 - \alpha/2)\)th quantile of \( t \) distribution with \( n_1 + n_2 - 2 \) degrees of freedom. Note that \( s^2_p \) is an unbiased estimator of the common variance whether the population means are the same or not.

Unequal variances (Welch's t-test): When the two population variances are not assumed to be equal, the estimator is \( s_d = \sqrt{s_1^2/n_1 + s_2^2/n_2} \). Note that in this case, \( s_d \) is not a pooled variance. At the \( \alpha \) significance level, the null hypothesis of equal means can be rejected if \(|t| \geq t_{\alpha/2, df}\), where \( t_{\alpha/2, df} \) is the \((1 - \alpha/2)\)th quantile of \( t \) distribution with

\[ df = \frac{(s_1^2/n_1 + s_2^2/n_2)^2}{(s_1^2/n_1)^2/(n_1 - 1) + (s_2^2/n_2)^2/(n_2 - 1)} \]

degrees of freedom.
**Paired t-tests**

In clinical trials, the generalized treatment effect can be used to compare treatments or interventions based on the difference in mean outcomes between pre- and post-treatment measurements. In the case of one paired sample, paired t-tests can be conducted to test for a paired difference. Given a paired sample \( X_{1i}, \ldots, X_{ni} \) of pre-treatment (\( k = 1 \)) and post-treatment (\( k = 2 \)) measurements, to test whether the difference \( \mu_d \) in means between post- and pre-treatment measurements is \( \mu_0 \), the \( t \) statistic is

\[
t = \frac{\bar{X}_D - \mu_0}{s_D / \sqrt{n}},
\]

where \( n \) is the number of pairs, \( X_{1i} = X_{2i} - X_{1i}, \bar{X}_D = \frac{1}{n} \sum_{i=1}^{n} X_{1i} \), and \( s_D^2 = (n-1)^{-1} \sum_{i=1}^{n}(X_{1i} - \bar{X}_D)^2 \) is the sample mean and sample variance of differences between all pairs, respectively. At the \( \alpha \) significance level, the null hypothesis can be rejected if \( |t| \geq t_{a/2,n-1} \), where \( t_{a/2,n-1} \) is the \((1 - \alpha/2)\)th quantile of \( t \)-distribution with \( n-1 \) degrees of freedom.

We exemplify the use of the paired \( t \)-test with a real-life example of the effect of asthma education on pediatric patients' acute care visits.\(^{15}\)

**Example 31.1**

The study sample consists of 32 patients who satisfy inclusion criteria and present over a period of time. The number of acute care visits during a year is recorded. After a standardized course of asthma training, the number of acute care visits for the following year is recorded again. The change per patient, that is, the before-and-after difference in the number of visits, was 1, 1, 2, 4, 0, 5, -3, 0, 4, 2, 8, 1, 1, 0, -1, 3, 6, 3, 1, 2, 0, -1, 0, 3, 2, 1, 3, -1, 1, 1, 1, 5.

The following R code can be used to carry out the two-tailed test \( H_0 : \mu_d = 0 \) against \( H_1 : \mu_d \neq 0 \):

```r
> # input the data: difference (before-after)
> D <- c(1,1,2,4,0,5,-3,0,4,2,8,1,1,0,-1,3,6,3,1,2,0,-1,0,3,2,1,3,-1,1,1,5)
> alpha <- 0.05 # pre-specified significance level
> # check the normality by the histogram
> hist(D,xlab="Difference",main="Histogram of before and after difference")
> # calculate the test statistic
> n <- length(D) # the sample size, i.e., the number of pairs
> t.stat <- (mean(D)-0)/(sd(D)/sqrt(n))
> t.stat
[1] 4.034031
> # obtain the critical value and the p-value
```
> crit <- qt(1-alpha/2, df=n-1)
> crit
[1] 2.039513
> pval <- 2*(1-pt(t.stat, df=n-1)) # a two-sided test
> pval
[1] 0.0003323025

Alternatively, one may use the built-in function t.test setting paired=TRUE and alternative="two.sided" in R to conduct the two-sided paired test. It yields the following output:

> t.test(D, rep(0, n), paired=TRUE, alternative="two.sided")

Paired t-test

data:  D and rep(0, n)
t = 4.034, df = 31, p-value = 0.0003323
alternative hypothesis: true difference in means is not equal to 0
95 percent confidence interval:
  0.818888 2.493612
sample estimates:
  mean of the differences
  1.65625

The form of the histogram of the differences shown in Figure 31.3 suggests an approximately normal shape, satisfying the normal distribution assumption. The test

![Histogram of differences](image)

**Figure 31.3** Histogram of the differences in the number of acute care visits pre- and post-asthma training.
statistic is $t = 4.034$, which is greater than the critical value $t_{(2, df=31)} = 2.04$ at the $\alpha = 0.05$ significance level. We can state that we are 95% sure that the asthma training was efficacious.

**Multivariate $t$-tests**

Hypothesis testing of the equality of means can be constructed in the multivariate case, say, $p$-variate. Assuming that the samples are independently drawn from two independent multivariate normal distributions with the same covariance, that is, for the $i$th sample, $X_{ij} \sim N_p(\mu_i, \Sigma), \quad i = 1, 2, \ldots, n_i$, the hypothesis is $H_0 : \mu_1 = \mu_2$ versus $H_1 : \mu_1 \neq \mu_2$. Define $\bar{X}_i = n_i^{-1} \sum_{j=1}^{n_i} X_{ij}, \quad i = 1, 2$, as the sample means and $W = (n_1 + n_2 - 2)^{-1} \sum_{j=1}^{n_1} \sum_{j=1}^{n_2} (X_{ij} - \bar{X}_1)(X_{ij} - \bar{X}_2)$ as the unbiased pooled covariance matrix estimate, then the Hotelling’s two-sample $T^2$ statistic is

\[
t^2 = \frac{n_1 n_2}{n_1 + n_2} (\bar{X}_1 - \bar{X}_2)^T W^{-1} (\bar{X}_1 - \bar{X}_2).
\]

Note that the Hotelling’s two-sample $T^2$ statistic follows the Hotelling’s $T^2$ distribution with parameters $p$ and $n_1 + n_2 - 2$; that is, $t^2 \sim T^2(p, n_1 + n_2 - 2)$. The null hypothesis is rejected if $t^2 > T^2(\alpha, p, n_1 + n_2 - 2)$ at the $\alpha$ significance level.

In the following example, we will show how to simulate data in R using the function `mvrnorm` introduced in Section “R: statistical software” and conduct the Hotelling’s two-sample $T^2$ test.

**Example 31.2**

We consider an example in which age and measurements of weight (in kg) are recorded for each patient in two independent groups. Assume that for the first group, $n_1 = 50$ patients are randomly sampled from the population $N_p\left(\begin{pmatrix} 25 \\ 51 \end{pmatrix}, \begin{pmatrix} 65 & 1 \\ 1 & 9 \end{pmatrix}\right)$, while for the second group, $n_2 = 70$ patients are randomly sampled from the population $N_p\left(\begin{pmatrix} 25 \\ 51 \end{pmatrix}, \begin{pmatrix} 70 & 1 \\ 1 & 9 \end{pmatrix}\right)$. We simulate the data and test if the means are equal.

For each group, we have bivariate normal data with a common population covariance matrix. The following R code can simulate bivariate normal data and conduct the Hotelling’s two-sample $T^2$ test for the equality of means:

```r
> # Check if packages are already installed.
> check.pkg <- c("ICSNP", "MASS") %in% rownames(installed.packages())
> if(any(!check.pkg)) install.packages(c("ICSNP", "MASS")
> {check.pkg})
> # load packages
> library(ICSNP)
> library(MASS)
> # simulate data
> set.seed(123)
> n1 <- 50
```
> n2 <- 70
> Sigma <- matrix(c(5,1, 1,9), byrow=TRUE, ncol=2) # common covariance matrix
> X1 <- mvrnorm (n1, mu=c(25, 65), Sigma=Sigma)
> X2 <- mvrnorm (n2, mu=c(25, 70), Sigma=Sigma)
> X <- rbind(X1, X2)
> Group <- factor(rep(1:2, c(n1,n2)))
> HotellingsT2(X ~ Group)

It yields the following output:

Hotelling's two sample T2-test

data:  X by Group
T.S = 35.3461, df1 = 2, df2 = 117, p-value = 9.823e-13
alternative hypothesis: true location difference is not equal to c(0,0)

The obtained

With a p-value far less than 0.001, we reject the null hypothesis at the 0.05 significance level. We can conclude that we are 95% sure there is significant difference in the means of two bivariate data.

**Exercise 31.3**

Generate data from bivariate normal distributions based on \( n_1 = 130, n_2 = 100, \mu_1 = (50 \ 89)^T, \mu_2 = (45 \ 92)^T \) and the common covariance matrix \( \Sigma = \begin{pmatrix} 15 & -2 \\ -2 & 9 \end{pmatrix} \). Conduct the Hotelling's two-sample \( T^2 \) test at the \( \alpha = 0.05 \) significance level.

**The exact likelihood ratio test for equality of two normal populations**

Testing the equality of two independent normal populations is of practical importance. Let \( \{X_1, \ldots, X_n\} \) and \( \{Y_1, \ldots, Y_m\} \) be two independent random samples from normal populations \( N(\mu_1, \sigma_1^2) \) and \( N(\mu_2, \sigma_2^2) \), respectively. It is of interest to test

\[
H_0 : \mu_1 = \mu_2 \text{ and } \sigma_1^2 = \sigma_2^2 \text{ versus } H_1 : \mu_1 \neq \mu_2 \text{ or } \sigma_1^2 \neq \sigma_2^2.
\]

Pearson and Neyman\(^\text{16}\) considered the likelihood ratio test

\[
\lambda_{n,m} = \frac{\left[ \frac{1}{m} \sum_{j=1}^{m} (Y_j - \overline{Y})^2 \right]^{n/2} \left[ \frac{1}{n} \sum_{i=1}^{n} (X_i - \overline{X})^2 \right]^{m/2}}{\left\{ \frac{\sum_{i=1}^{n} (X_i - \overline{X})^2 + \sum_{j=1}^{m} (Y_j - \overline{Y})^2}{(n+m)/(n+m)'} \right\}^{(n+m)/2}}
\]

where \( \overline{X}, \overline{Y}, \) and \( u \) are the sample means of the \( X \) sample, the \( Y \) sample, and the combined sample, respectively. For \( \lambda \in (0, 1) \), Zhang et al.\textsuperscript{37} derived the exact distribution of \( \lambda_{m,n} \) as

\[
\Pr(\lambda_{m,n} \leq \lambda) = 1 - C \int \int_{D} w_1^{(m-1)/2} w_2^{(n-1)/2} \sqrt{1 - w_1 - w_2} dw_1 dw_2
\]

\[
= 1 - C \int_{r_1}^{r_2} \int_{z}^{w_1^{(n-3)/2}} w_1^{(m-3)/2} w_2^{(n-3)/2} \sqrt{1 - w_1 - w_2} dw_2 dw_1,
\]

where \( z = \frac{\lambda^{2/m} n^{m/m}}{(n + m)(n+m/m)}, C = \frac{\Gamma((n + m - 1)/2)}{\Gamma((n - 1)/2) \Gamma((m - 1)/2) \Gamma(1/2)}, D = \left\{ (w_1, w_2) : w_1 > 0, w_2 > 0, w_1 + w_2 < 1, w_1^{1/2} w_2^{1/2} (n + m)(n+m)/2 / (n^{m/2} m^{m/2}) > \lambda \right\}, \)

and \( r_1, r_2 \) are the two roots (for the variable \( w_1 \)) of

\[1 - w_1 - z/w_1^{m/m} = 0.\]

Note that the double integral can be computed using Gaussian quadrature, implemented with the R function \texttt{plrt}.

**Empirical likelihood**

One very important issue is to preserve efficiency of the statistical inference through the use of robust likelihood-type methods, while concurrently minimizing assumptions about the underlying distribution. Toward this end, the recent biostatistical literature has shifted focus toward robust and efficient nonparametric and semiparametric developments of various “artificial” or “approximate” likelihood techniques. These methods have a wide variety of applications related to clinical experiments. Many nonparametric and semiparametric approximations to powerful parametric likelihood procedures have been used routinely in both statistical theory and practice. Well-known examples include the quasi-likelihood method, approximations of parametric likelihoods via orthogonal functions, techniques based on quadratic artificial likelihood functions, and the local maximum likelihood methodology.\textsuperscript{36-41} Various studies have shown that artificial or approximate likelihood-based techniques efficiently incorporate information expressed through the data, and have many of the same asymptotic properties as those derived from the corresponding parametric likelihoods. The empirical likelihood (EL) method is one of a growing array of artificial or approximate likelihood-based methods currently in use in statistical practice.\textsuperscript{42} Interest in and the resulting impact of EL methods continue to grow rapidly. Perhaps more importantly, EL methods now have various vital applications in a large and expanding number of areas of clinical studies.

A question of major interest to this section turns on the performance of EL constructs relative to ordinary parametric likelihood ratio-based procedures in the context of clinical experiments. Our desire to incorporate several recent developments and applications in these areas in an easy-to-use manner provides one of the main impetuses for this section. The EL method for testing has been dealt with extensively in the literature within a variety of settings.\textsuperscript{43-47}
Classical empirical likelihood

As background for the development of EL-type techniques, we first outline the classical EL approach. The simple classical EL takes the form \( \prod_{i=1}^{n} (F(X_i) - F(X_i^r)) \), which is a functional of the cumulative distribution function \( F \) and i.i.d. observations \( X_i, i = 1, \ldots, n \). This EL technique is “distribution function-based.” 42 In the distribution-free setting, an empirical estimator of this likelihood may take the form of \( L_p = \prod_{i=1}^{n} p_i \), where the components \( p_i, i = 1, \ldots, n \), are the estimators of the probability weights. should maximize the likelihood \( L_p \) provided that \( \sum_{i=1}^{n} p_i = 1 \) and empirical constraints based on \( X_1, \ldots, X_n \) hold. For example, suppose we would like to test the hypothesis

\[ H_0 : E(g(X_1, \theta)) = 0 \text{ versus } H_1 : E(g(X_1, \theta)) \neq 0, \]

where \( g(\cdot, \cdot) \) is a given function and \( \theta \) is a parameter. Then, in a nonparametric manner, we define the EL function of the form \( \text{EL}(\theta) = L(X_1, \ldots, X_n|\theta) = \prod_{i=1}^{n} p_i \), where \( \sum_{i=1}^{n} p_i = 1 \). Under the null hypothesis, the maximum likelihood approach requires one to find the values of the \( p_i \) that maximize the EL given the empirical constraints \( \sum_{i=1}^{n} p_i = 1 \) and \( \sum_{i=1}^{n} p_i g(X_i, \theta) = 0 \) that present an empirical version of the condition under \( H_0 \). But \( E(g(X_1, \theta)) = 0 \) (the null hypothesis is assumed to be rejected when there are no \( 0 < p_1, \ldots, p_n < 1 \) to satisfy the empirical constraints). In this case, using Lagrange multipliers, one can show that

\[ \text{EL}(\theta) = \sup_{0 < p_1, p_2, \ldots, p_n < 1, \sum_{i=1}^{n} p_i = 1} \prod_{i=1}^{n} p_i \prod_{i=1}^{n} (n + \lambda g(X_i, \theta))^{-1}, \tag{31.3} \]

where \( \lambda \) is a root of \( \sum_{i=1}^{n} g(X_i, \theta)(n + \lambda g(X_i, \theta))^{-1} = 0 \). Since under \( H_1 \), the only constraint under consideration is \( \sum_{i=1}^{n} p_i = 1 \), we have

\[ \text{EL} = \sup_{0 < p_1, p_2, \ldots, p_n < 1, \sum_{i=1}^{n} p_i = 1} \prod_{i=1}^{n} p_i \prod_{i=1}^{n} n^{-1} = (n)^{-n}. \tag{31.4} \]

Combining equations (31.3) and (31.4), we obtain the EL ratio (ELR) test statistic \( \text{ELR}(\theta) = \text{EL} / \text{EL}(\theta) \) for the hypothesis test of \( H_0 \) versus \( H_1 \). For example, when the function \( g(u, \theta) = u - \theta \), the null hypothesis corresponds to the expectation.

Owen showed that the nonparametric test statistic \( 2 \log \text{ELR}(\theta) \) has an asymptotic chi-square distribution under the null hypothesis. 42 This result illustrates that Wilks' theorem-type results continue to hold in the context of this infinite-dimensional problem. Consequently, there are techniques for correcting forms of ELRs to improve the convergence rate of the null distributions of ELR test statistics to chi-square distributions. These techniques are similar to those applied in the field of parametric maximum likelihood ratio procedures. 45 The statement of the hypothesis testing above can easily be inverted with respect to providing nonparametric confidence interval estimators.

In terms of the accessibility of this method, it should be noted that the number of EL software packages continues to expand, particularly the R software packages. For example, the combine library (emplik) and library (EL) for R packages that include the R function el.test() and EL.test(). These simple R functions can be very useful for the EL analysis of data from clinical studies.

For illustrative example, we revisit the HDL cholesterol data shown in Figure 31.2. Now, we use the empirical likelihood ratio test for means. The following R output
shows the result of the empirical likelihood comparison between the means of the
groups: X and Y.

> library(EL)
> EL.means(X,Y)

**Empirical likelihood mean difference test**

data:  X and Y
-2 * LogLikelihood = 3.547, p-value = 0.05965
95 percent confidence interval:
 -0.4900842  19.0138090
sample estimates:
Mean difference
10.17393

Perhaps, in this example, the ELR test outperforms the t-test that claims to reject the
hypothesis E(X) = E(Y), when X and Y are the measurements related to the same
group of patients.

The classical EL methodology has been shown to have properties that make it
attractive for testing hypotheses regarding parameters (e.g., moments) of
distributions. However, practicing statisticians working on clinical experiments,
for example, case−control studies, commonly face a variety of distribution-free
comparisons and/or evaluations over all distribution functions of complete and
incomplete data subject to different types of measurement errors. In this framework,
the *density-based* empirical likelihood methodology figures prominently.

**Exercise 31.4**

Generate a sample of i.i.d. measurements $X_1, \ldots, X_{25}$ from the following distributions: (1) normal distribution $N(0,1)$, and (2) $F(x) = (1 - \lambda \exp(-\lambda(x + 1)))/\{x + 1 > 0\}$, where $\lambda$ is the rate parameter. Test $H_0 : E(X) = 0$ versus $H_1 : E(X) \neq 0$ at the $\alpha = 0.05$ significance level. In the latter case, is the result of the t-test valid? Explain the reason.

**Density-based empirical likelihood**

According to the Neyman–Pearson lemma, density-based likelihood ratios can pro-
vide uniformly most powerful tests. Using this as a starting point, Vexier et al. proposed an alternative to the "distribution function-based" EL methodology. The authors
employed the approximate density-based likelihood, which has the following form:

$$L_f = \prod_{i=1}^{n} f(X_i) = \prod_{i=1}^{n} f_i, \quad f_i = f(X_{(i)}),$$

where $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$ are the order statistics based on $X_1, \ldots, X_n$, and $f_1, \ldots, f_n$ take on the values that maximize $L_f$ given the empirical constraint corresponding to
Table 31.2 Comparison of the classical EL and density-based EL approaches.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Owen\textsuperscript{42}; Yu et al.\textsuperscript{54}</th>
<th>The density-based EL method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction of the likelihood function</td>
<td>Distribution based</td>
<td>Density based</td>
</tr>
<tr>
<td>Usage of Lagrange multipliers method</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Usage of constraints for maximization</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Common focus of the test</td>
<td>Parameters (e.g., moments)</td>
<td>Overall distributions</td>
</tr>
<tr>
<td>Critical value</td>
<td>Asymptotic</td>
<td>Exact</td>
</tr>
<tr>
<td>The form of the test statistic</td>
<td>Numeric approach is required to calculate values of</td>
<td>No numeric approach</td>
</tr>
<tr>
<td></td>
<td>Lagrange multipliers</td>
<td></td>
</tr>
</tbody>
</table>

\[ \int f(t)dt = 1. \] This density-based EL approach was used successfully in order to construct efficient entropy-based goodness-of-fit test procedures.\textsuperscript{29,30} The density-based EL methodology has been satisfactorily applied to develop a test for symmetry based on paired data. This test significantly outperforms classical procedures.\textsuperscript{49} Gurevitch and Vexler extended the density-based EL approach to a two-sample nonparametric likelihood ratio test.\textsuperscript{31} Vexler and Yu used the density-based EL concept to present two group comparison principles based on bivariate data with a missing pattern as a consequence of data collection procedures.\textsuperscript{52} Furthermore, the density-based EL methods were used to efficiently address nonparametric problems of complex composite hypothesis testing in children, in social/behavioral studies based on randomized prospective experiments. In many practical settings, the density-based ELs can provide simple and exact tests. Some distinctive characteristics of the density-based EL method test statistic as compared to the typical EL approach are summarized in Table 31.2.\textsuperscript{48,34}

We note that Table 31.2 cannot correspond to all relevant EL constructions. For example, Hall and Owen developed large-sample methods for constructing "distribution function-based" EL confidence bands in problems of nonparametric density estimation.\textsuperscript{35} Einmahl and McKeague proposed to localize the "distribution function-based" EL approach using one or more "time" variables implicit in the given null hypothesis.\textsuperscript{56} Integrating the log-likelihood ratio over those variables, the authors constructed exact-test procedures for detecting a change in distribution, testing for symmetry about zero, testing for exponentiality, and testing for independence.

It is a common practice to conduct medical trials in order to compare a new therapy with a standard of care based on paired data consisting of pre- and post-treatment measurements. In such cases, there is often great interest in identifying treatment effects within each therapy group, as well as detecting a between-group difference. Nonparametric comparisons between distributions of new therapy and control groups, as well as detecting treatment effects within each group, may be based on multiple-hypothesis tests. To this end, one can create relevant tests combining, for example, the Kolmogorov–Smirnov test and the Wilcoxon signed-rank test. The
use of the classical procedures commonly requires complex considerations about combining the known nonparametric tests and preserving the Type I error control and reasonable power of the resulting test. Alternatively, the density-based ELR technique provides a direct distribution-free approach for efficiently analyzing a variety of tasks occurring in clinical trials. The density-based EL method can easily be applied to test nonparametrically for different composite hypotheses. In this case, the density-based EL approach implies a standard scheme to develop highly efficient procedures, approximating nonparametrically the most powerful Neyman–Pearson test rules, given the aims of clinical studies. For example, Vexler et al. developed a density-based ELR methodology that was efficiently used to compare two therapy strategies for treating children's attention-deficit/hyperactivity disorder and severe mood dysregulation. It was demonstrated that various composite hypotheses in a paired data setting (e.g., before vs. after treatment) can be tested with the density-based ELR tests, which give more emphasis to the overall distribution differences rather than to certain location parameter differences.

The R software can be employed in order to implement a computer program that realizes a density-based EL strategy. For example, programs of this type are presented in the *Statistics in Medicine* journal's Web domain http://onlinelibrary.wiley.com/doi/10.1002/sim.4467/supportinfo. Miecznikowski, Vexler, and Shepherd developed the R package "dbEmpLikeGOF" for nonparametric density-based likelihood ratio tests for goodness of fit and two-sample comparisons. See also http://cran.r-project.org/web/packages/dbEmpLikeNorm/ for the R package "dbEmpLikeNorm: Test for joint assessment of normality," developed by Drs. Shepherd, Tsai, Vexler, and Miecznikowski. The group of coauthors Tanajan, Vexler, and Hutson presented a package entitled "Novel and efficient density-based empirical likelihood procedures for symmetry and K-sample comparisons" in STATA, a general-purpose statistical software language. It is available over the web at http://www.statisticalsoftware.com/biostatistics/research-and-facilities/software/stata.html.

In order to exemplify the density-based empirical likelihood method, we employ data from the clinical study that is mentioned in Section "Likelihood." This study was designed as a case-control study of biomarkers for coronary heart disease. In accordance with the biomedical literature, the HDL biomarker has been suggested as having strong discriminatory ability for myocardial infarction (MI). To define cases, we consider the sample $Y$ that consists of 25 measurements of the HDL biomarker on individuals who recently survived an MI. In order to represent controls, 25 HDL biomarker measurements on healthy subjects are denoted as $X_1, \ldots, X_{25}$. The following R code inputs the data and constructs the histograms of the data, as shown in Figure 31.4:

```r
X <- c(96.8, 57.2, 37.4, 44.0, 55.0, 41.8, 46.2, 41.8, 41.8, 59.4, 44.0,
      52.8, 33.0, 52.8, 41.8, 44.0, 52.8, 59.4, 37.4, 77.0, 39.6, 57.2, 57.2,
      41.8, 39.6)
Y <- c(26.4, 33.0, 30.8, 35.2, 44.0, 48.4, 61.6, 41.8, 26.4, 28.4, 55.0,
      61.6, 63.8, 24.2, 37.4, 48.4, 52.8, 46.2, 57.2, 68.2, 46.2, 37.4, 46.2,
      59.8, 35.2)
> a <- min(c(X,Y)) - 20
> b <- max(c(X,Y)) + 20
> par(pty="s", mframe=c(1,2), oma=c(0,0,0,0), mar=c(0,4,0,0))
```
The classical empirical likelihood ratio test can be conducted via the R function `EL.means`. With a p-value of 0.101 as shown below, we fail to reject that $E(X) = E(Y)$ at the 0.05 significance level.

```
> EL.means(X, Y)

Empirical likelihood mean difference test

data: X and Y
-2 * LogLikelihood = 2.6989, p-value = 0.101
95 percent confidence interval:
  1.066513 13.850197
sample estimates:
Mean difference
  5.720065
```

Thus, in this example, the ELR test cannot be used to demonstrate the discriminatory ability of the HDL biomarker with respect to the MI disease. In this case, the two-sample density-based empirical likelihood ratio test \cite{Vexler2013} shows the p-value < 0.043, supporting rejection of the hypothesis regarding equivalency of distributions of $X$ and $Y$. For the sake of completeness, the Appendix presents an example of R procedures for executing the two-sample density-based ELR test. In addition, Vexler et al. proposed a simple, but very efficient, density-based empirical likelihood ratio test for independence and provided the R code to run the procedure. \cite{Vexler2013}

**Combinations of likelihoods to assemble composite tests and archive full information regarding data**

Strictly speaking, “distribution-function/density-based” EL techniques and parametric likelihood methods are closely related concepts. This provides the impetus for an
impressive expansion in the number of EL developments, based on combinations of likelihoods of different types.\textsuperscript{61}

Consider a simple example, where we assume to observe independent couples given as $(X, Y)$. In this case, the likelihood function can be denoted as $L(X, Y)$. Suppose the observations for the $X$'s are observed completely, whereas a proportion of the observed data for the $Y$'s is incomplete. Assume a model of $Y$ given $X$, namely $Y|X$, is well defined, for example, $Y_i = \beta X_i + \epsilon_i$, where $\beta$ denotes the model parameter and $\epsilon_i$ is a normally distributed error term, for $i = 1, \ldots, n$. Then, we refer to Bayes' theorem to represent $L(X, Y) = L(Y|X)L(X)$, where $L(X)$ can be substituted by the EL to avoid parametric assumptions regarding distributions of $X$'s.

In this context, Qin shows an inference on incomplete bivariate data using a method that combines the parametric model and ELs.\textsuperscript{62} This method also incorporates auxiliary information from variables in the form of constraints, which can be obtained from reliable resources such as census reports. This approach makes it possible to use all available bivariate data, whether completely or incompletely observed. In the context of a group comparison, constraints can be formed based on null and alternative hypotheses, and these constraints are incorporated into the EL. This result was extended and applied to the following practical issues:

Malaria remains a major epidemiological problem in many developing countries. In endemic areas, an individual may have symptoms attributable either to malaria or to other causes. From a clinical viewpoint, it is important to attend to the next tasks: (i) to correctly diagnose an individual who has developed symptoms, so that the appropriate treatments can be given; (ii) to determine the proportion of malaria-affected cases in individuals who have symptoms, so that policies on intervention program can be developed. Once symptoms have developed in an individual, the diagnosis of malaria can be based on the analysis of the parasite levels in blood samples. However, even a blood test is not conclusive, as in endemic areas many healthy individuals can have parasites in their blood slides. Therefore, data from this type of study can be viewed as coming from a mixture distribution, with the components corresponding to malaria and nonmalaria cases. Qin and Leung constructed new EL procedures to estimate the proportion of clinical malaria using parasite-level data from a group of individuals with symptoms attributable to malaria.\textsuperscript{63} Yu \textit{et al.} and Vexler \textit{et al.} proposed two-sample EL techniques based on incomplete data to analyze a Pneumonia Risk Study in an ICU Setting.\textsuperscript{46,47} In the context of this study, the initial detection of ventilator-associated pneumonia (VAP) for inpatients at an intensive care unit requires composite symptom evaluation, using clinical criteria such as the clinical pulmonary infection score (CPIS). When CPIS is above a threshold value, bronchoalveolar lavage (BAL) is performed to confirm the diagnosis by counting actual bacterial pathogens. Thus, CPIS and BAL results are closely related, and both are important indicators of pneumonia, whereas BAL data are incomplete. Yu \textit{et al.} and Vexler \textit{et al.} derived EL methods to compare the pneumonia risks among treatment groups for such incomplete data.\textsuperscript{46,47} In semi- and nonparametric contexts, including EL settings, Qin and Zhang showed that the full likelihood can be decomposed into the product of a conditional likelihood and a marginal likelihood, in a similar manner to the parametric likelihood considerations.\textsuperscript{61} These techniques augment the study's power by enabling researchers to use any observed data and relevant information.
Receiver operating characteristic curve analysis

The ROC curves are useful visualization tools for illustrating the discriminant ability of biomarkers to distinguish between two populations: diseased and nondiseased. The ROC curve methodology was originally developed for radar signal detection theory and was extensively employed in psychological and, most importantly, medical research and epidemiology.

Assume, without loss of generality, that $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_m$ are measurements from the diseased and nondiseased populations, respectively. The observations $X_1, \ldots, X_n$ are i.i.d. and independent of i.i.d. measurements $Y_1, \ldots, Y_m$. Let $F$ and $G$ denote the CDFs of $X$ and $Y$, respectively. The ROC curve $R(t)$ can be defined as $R(t) = 1 - F(G^{-1}(1 - t))$, where $t \in [0, 1]$. It plots sensitivity (true positive rate, $1 - F(t)$) against 1 minus specificity (true negative rate, $1 - G(t)$) for various values of the threshold $t$. As an example, we consider three biomarkers with their corresponding ROC curves presented in Figure 31.5, whose underlying distributions are $F_1 \sim N(0,1)$, $G_1 \sim N(0,1)$ for biomarker A (the diagonal line), $F_2 \sim N(0,1)$, $G_2 \sim N(1,1)$ for biomarker B (in a dashed line), and $F_3 \sim N(0,1)$, $G_3 \sim N(10,1)$ for biomarker C (in a dotted line), respectively.

The following R code plots the ROC curve, as shown Figure 31.5.

```r
> t <- seq(0, 1, 0.001)
> R1 <- 1 - pnorm(qnorm(1-t, 0, 1), 0, 1) # biomarker 1
> R2 <- 1 - pnorm(qnorm(1-t, 1, 1), 0, 1) # biomarker 2
> R3 <- 1 - pnorm(qnorm(1-t, 10, 1), 0, 1) # biomarker 3
```

![Figure 31.5](image) ROC curves related to the biomarkers. The solid diagonal line corresponds to the ROC curve of biomarker $A$, where $F_1 \sim N(0,1)$ and $G_1 \sim N(0,1)$. The dashed line displays the ROC curve of biomarker $B$, where $F_2 \sim N(0,1)$ and $G_2 \sim N(1,1)$. The dotted line close to the upper left corner plots the ROC curve for biomarker $C$, where $F_3 \sim N(0,1)$ and $G_3 \sim N(10,1)$.
It can be seen that the farther apart the two distributions \( F \) and \( G \) fall, the more the ROC curve curves up to the top left corner. A perfect biomarker would have the ROC curve come close to the top left corner, and a biomarker without discriminability would result in a diagonal line in the ROC curve. We also observe that there exists a trade-off between specificity and sensitivity.

There exists extensive research on estimating the ROC curves from the parametric and nonparametric perspectives. Assuming both the diseased and nondiseased populations are normally distributed, that is \( F \sim N(\mu_1, \sigma_1^2) \) and \( G \sim N(\mu_2, \sigma_2^2) \), the corresponding ROC curve can be expressed as

\[
\text{ROC}(t) = \Phi[a + b\Phi^{-1}(t)],
\]

where \( a = (\mu_1 - \mu_2)/\sigma_1, \quad b = \sigma_2/\sigma_1 \), and \( \Phi \) is the standard normal CDF. The estimated ROC curve is obtained by substituting the maximum likelihood estimators (MLEs) of the normal parameters \( \hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1, \) and \( \hat{\sigma}_2 \) into the formula. The nonparametric estimate of the ROC curve used the empirical distribution functions. Define the empirical distribution function of \( F \) as

\[
\hat{F}_n(t) = \frac{1}{n} \sum_{i=1}^{n} I[X_i \leq t],
\]

where \( I[\cdot] \) denotes the indicator function and the empirical distribution function \( \hat{G}_m \) of \( G \) can be defined similarly. Substituting \( F \) and \( G \) by corresponding empirical estimates \( \hat{F}_n \) and \( \hat{G}_m \), respectively, the empirical estimator of the ROC curve is given by

\[
\hat{R}(t) = 1 - \hat{F}_n(\hat{G}_m^{-1}(1 - t)),
\]

which converges to \( R(t) \) for a large sample.

Figure 31.6 presents the nonparametric estimators of the ROC curves with a sample size of 1000 for three biomarkers described in Figure 31.5, that is, \( F_1 \sim N(0, 1) \), \( G_1 \sim N(0, 1) \) for biomarker A (the diagonal line), \( F_2 \sim N(0, 1) \), \( G_2 \sim N(1, 1) \) for biomarker B (in a dashed line), and \( F_3 \sim N(0, 1) \), \( G_3 \sim N(10, 1) \) for biomarker C (in a dotted line), respectively, using the following R code:

```r
> if(!("pROC" %in% rownames(installed.packages()))) install.packages("pROC")
> library(pROC)
> n<-1000
> set.seed(123) # set the seed
> # Simulate data from the normal distribution
> X1<-rnorm(n,0,1)
> Y1<-rnorm(n,1,1)
> group<-cbind(rep(1,n),rep(0,n))
> measures<-c(X1,Y1)
```
Figure 31.6 The nonparametric estimators of ROC curves of three different biomarkers based on samples of sizes 1000. The solid diagonal line corresponds to the nonparametric estimator of the ROC curve of biomarker $A$, where $F_1 \sim N(0,1)$ and $G_1 \sim N(0,1)$. The dashed line displays the nonparametric estimator of the ROC curve of biomarker $B$, where $F_2 \sim N(0,1)$ and $G_2 \sim N(1,1)$. The dotted line close to the upper left corner plots the nonparametric estimator of the ROC curve for biomarker $C$, where $F_3 \sim N(0,1)$ and $G_3 \sim N(10,1)$.

\[
\text{roc1} \leftarrow \text{roc}\text{(group, measures)} \\
\text{plot}(1-\text{roc1}\text{\$specificities, roc1\$sensitivities, type=\"l\", ylab=\"Sensitivity\", xlab=\"1-Specificity\")} \\
\text{abline(a=0,b=1, col=\"grey\") \# add the diagonal line for reference}
\]

It should be noted that for samples of size 1000, the ROC curves are well approximated by the nonparametric estimators.

In health-related studies, the ROC curve methodology is commonly related to case–control studies. As a type of observational study, case–control studies differentiate and compare two existing groups differing in outcome on the basis of some supposed causal attribute. For example, based on factors that may contribute to a medical condition, subjects can be grouped as the cases, for patients with condition/disease, and the controls, for patients without the condition/disease. For independent populations, for example, cases and controls, various parametric and nonparametric approaches have been proposed to evaluate the performance of biomarkers.

**Area under the ROC curve**

A rough idea of the performance of the biomarkers can be obtained with the ROC curve. However, judgments solely based on the ROC curves are far from enough to precisely describe the diagnostic accuracy of biomarkers. The area under the ROC curve (AUC) is a common index of the diagnostic performance of a continuous biomarker.
biomarker. It measures the ability to discriminate between the control and the disease groups.\(^{68,69}\) Bamber noted that the area under this curve is equal to \(\Pr(X > Y)\).\(^{70}\) We prove this result in the Appendix. Values of AUCs can range from 0.5, in the case of no difference between distributions, to 1, where the two distributions are perfectly discriminated. For more details, see Kotz \textit{et al.} for wide discussions regarding evaluations of the AUC-type objectives.\(^{71}\)

**Parametric approach for AUC testing**

Under the normal assumptions, a closed form of the AUC is presented as

\[
A = \Phi \left( \frac{\mu_1 - \mu_2}{\sqrt{\sigma_1^2 + \sigma_2^2}} \right),
\]

where for the diseased population \(X \sim N(\mu_1, \sigma_1^2)\) and for the nondoned population \(Y \sim N(\mu_2, \sigma_2^2)\), \(\mu_1 \geq \mu_2\).

We provide the proof in the Appendix. By substituting maximum likelihood estimators for \(\mu_i\) and \(\sigma_i^2\), \(i = 1, 2\) into the above formula, the maximum likelihood estimator of the AUC can be obtained correspondingly. Given the estimator of the AUC under the normal distribution assumption, one can easily construct confidence interval-based tests for the AUC using the delta method; see Kotz \textit{et al.} for details.\(^{71}\) In several cases, to achieve a fit between data distributions and the normal assumptions, a transformation of observations, for example, the Box–Cox transformation, can be recommended, before the above parametric approach is applied.\(^{72}\) In general, when data distributions are different from the normal distribution function, the AUC evaluated that the given forms of \(A\) and \(\text{and evaluated}^\text{and evaluated}\) can be expressed as \(\Pr(X > Y) = \int g(x) f(x) \, dx\), in a similar manner to the technique above.\(^{72}\)

**Exercise 31.5**

Biomarker levels were measured from diseased and healthy populations, providing i.i.d. observations \(X_1 = 0.39, X_2 = 1.97, X_3 = 1.03, X_4 = 0.16\), which are assumed to be from a normal distribution, as well as i.i.d. observations \(Y_1 = 0.42, Y_2 = 0.29, Y_3 = 0.56, Y_4 = -0.68, Y_5 = -0.54\), which are also assumed to be from a normal distribution, respectively. Please define the ROC curve. Obtain a formal notation of the AUC and estimate the AUC. What can be concluded about the discriminating ability of the biomarker with respect to the disease?

Hint: Values that may help you to approximate the estimated AUC: \(\Pr(\xi < x) \approx 0.56\), when \(x = 1, \xi = N(0.7, 4); \Pr(\xi < x) \approx 0.18\), when \(x = 1, \xi = N(0.9, 1); \Pr(\xi < x) \approx 0.21\), when \(x = 0, \xi = N(0.8, 1); \Pr(\xi < x) \approx 0.18\), when \(x = 0, \xi = N(0.9, 1)\).

**Nonparametric approach for AUC testing**

Conversely, a nonparametric estimator for the AUC can be obtained as

\[
\hat{A} = \frac{1}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} \mathbb{I}(X_i > Y_j),
\]
where \( X_j \), \( j = 1, \ldots, n \) and \( Y_j \), \( j = 1, \ldots, m \) are the observations for diseased and nondiseased populations, respectively.\(^{26}\) It is equivalent to the well-known Mann–Whitney statistic, and the variance of this empirical estimator can be obtained using \( U \)-statistic theory.\(^{25}\) The empirical likelihood method to construct the confidence interval estimation for the AUC was introduced by Qin and Zhou.\(^{28}\) Replacing the indicator function by a kernel function, one can obtain a smoothed ROC curve.\(^{77}\)

**Exercise 31.6**

Biomarker levels were measured from diseased and healthy populations, providing i.i.d. observations \( X_1 = 0.39, X_2 = 1.97, X_3 = 1.03, X_4 = 0.16 \), which are assumed to be from a continuous distribution, as well as i.i.d. observations \( Y_1 = 0.42, Y_2 = 0.29, Y_3 = 0.56, Y_4 = -0.68, Y_5 = -0.54 \), which are also assumed to be from a continuous distribution, respectively. Please define the ROC curve. Estimate the AUC nonparametrically. What can be concluded regarding the discriminating ability of the biomarker with respect to the disease?

**Nonparametric comparison between two ROC curves**

It is of great importance for the researchers to compare two biomarkers. If we use both diagnostic markers on the same \( m \) controls and \( n \) cases, we can represent the bivariate outcomes as \( (X_{1i}, X_{2i}) (i = 1, \ldots, m) \) and \( (Y_{1i}, Y_{2i}) (k = 1, \ldots, n) \), respectively. We denote the respective bivariate distributions by \( F(x_1, x_2) \) and \( G(y_1, y_2) \), and the marginals by \( F_i(x) \) and \( G_i(y) \), \( i = 1, 2 \), and we assume that the \( m + n \) bivariate vectors are mutually independent. Denote the sensitivity at specificity \( p \) by \( S_i(p) \), \( i = 1, 2 \), and define

\[
\Delta = \int (S_1(p) - S_2(p)) dW(p),
\]

where \( W \) is a probability measure on the open unit interval. The parameter \( \Delta \) allows one to compare sensitivities on a predefined range of specificities of clinical interest by adjusting the weight function \( W \) accordingly. When \( W(p) \) is the uniform distribution on \((0, 1)\), the parameter \( \Delta \) equals the difference of AUCs between two biomarkers.

Wieand et al. considered a nonparametric estimate of \( \Delta \) in the form of

\[
\hat{\Delta} = \int (\hat{S}_1(p) - \hat{S}_2(p)) dW(p),
\]

where \( \hat{S}_i(p) = 1 - \hat{G}_i(\hat{X}_p) \), \( \hat{G}_i \) is the empirical distribution of \( G_i \) and the sample quantile \( \hat{X}_p \) is the \( [mp] \)th order statistic among the \( m \) values of \( X_i \), where \([mp]\) is the smallest integer that equals or exceeds \( mp \).\(^{67}\) Assume that \( W \) is a probability measure in \((0, 1)\) and that there exists \( \epsilon > 0 \) such that \( W \) has a bounded derivative in \((0, \epsilon) \) and \((1 - \epsilon, 1) \). Suppose further that \( G_i(\hat{X}_p) \), for \( i = 1, 2 \), has continuous derivatives in \((0, 1) \), which are monotone in \((0, \epsilon) \) and \((1 - \epsilon, 1) \). Define \( s_i(p) = S_i(p) = -G_i'(\hat{X}_p) / F_i(\hat{X}_p) \). Then, as \( N = n + m \) tends to \( \infty \) with \( m/N \to \lambda \) for \( 0 < \lambda < 1 \), \( N^{1/2}(\hat{\Delta} - \Delta) \) tends to a normal distribution with variance \( \sigma^2 = \sigma_1^2 - 2\sigma_1\sigma_2 + \sigma_2^2 \), where

\[
\sigma_1^2 = \int_0^1 \int_0^1 ((1 - \lambda)^{-1} s_i(\max(p, q))(1 - S_i(\min(p, q))))
+ \lambda^{-2} s_i(p) s_i(q)(\min(p, q) - pq) \} dW(p) dW(q),
\]
and
\[
\sigma_{12} = (1-\lambda)^{-1} \int \left( \xi \right) dW(p) dW(q) + \lambda^{-1} \int \left( \xi \right) dW(p) dW(q).
\]

Based on this asymptotic distribution of \( \hat{\Delta} \), one can conduct a nonparametric procedure for testing \( H_0 : \Delta = 0 \) versus \( H_1 : \Delta > 0 \).\(^{67}\) Note that the test proposed by Wiendal et al. requires the estimation of densities, and selection of a satisfactory smoothing parameter may be problematic.

**Best linear combinations based on values of multiple biomarkers**

In practice, different markers are usually related to the disease, showing treatment effects in various magnitudes and different directions. For example, low levels of high-density lipoprotein (HDL)-cholesterol and high levels of thiobarbituric acid reacting substances (TBARS), biomarkers of oxidative stress and antioxidant status, are indicators of coronary heart disease.\(^{22}\) When multiple biomarkers are available, it is of great interest to seek a simple best linear combination (BLC) of biomarkers, such that the combined score achieves the maximum AUC or the maximum treatment effect over all possible linear combinations. Consider a study with \( d \) continuous-scale biomarkers yielding measurements \( X_i = (X_{i1}, \ldots, X_{id})^T, i = 1, \ldots, n \), on \( n \) diseased patients, and measurements \( Y_j = (Y_{j1}, \ldots, Y_{jd})^T, j = 1, \ldots, m \), on \( m \) nondiseased patients, respectively. It is of interest to construct effective one-dimensional combined scores of biomarkers' measurements, that is, \( X(a) = a^T X \) and \( Y(a) = a^T Y \), such that the AUC based on these scores is maximized over all possible linear combinations of biomarkers. Define \( A(a) = \text{Pr}(X(a) > Y(a)) \); the statistical problem is to estimate the maximum AUC defined as \( A = A(a_0) \), where \( a_0 \) are the BLC coefficients satisfying \( a_0 = \arg \max_a A(a) \). For simplicity, we assume that the first component of the vector \( a \) equals 1.\(^{78}\) For example, in the case of two biomarkers, that is, \( d = 2 \), the AUC can be defined as \( A(a) = \text{Pr}(X_1 + aX_2 > Y_1 + aY_2) \).

**Parametric method**

Assuming \( X_i \sim N(\mu_X, \Sigma_X), i = 1, \ldots, n \) and \( Y_j \sim N(\mu_Y, \Sigma_Y), j = 1, \ldots, m \), Su and Liu derived the BLC coefficients \( a_0 \propto \Sigma_C^{-1} \mu \) and the corresponding optimal AUC as \( \Phi(\omega^{1/2}) \), where \( \mu = \Sigma_X^{-1} \mu_X + \Sigma_Y^{-1} \mu_Y \), \( \omega = \mu^T \Sigma_C^{-1} \mu \), and \( \Phi \) is the standard normal CDF.\(^{79}\)

Based on Su and Liu's point estimator, we can derive the confidence interval estimation for the BLC-based AUC under multivariate normality assumptions.\(^{80}\)

**Exercise 31.7**

Consider the simple bivariate normal case where \( X_i \sim N \left( \begin{pmatrix} \mu_{X_1} \\ \mu_{X_2} \end{pmatrix}, \begin{pmatrix} 1 & \rho_X \\ \rho_X & 1 \end{pmatrix} \right), i = 1, \ldots, n \) and \( Y_j \sim N \left( \begin{pmatrix} \mu_{Y_1} \\ \mu_{Y_2} \end{pmatrix}, \begin{pmatrix} 1 & \rho_Y \\ \rho_Y & 1 \end{pmatrix} \right), j = 1, \ldots, m \). Derive the best linear combination and the corresponding maximum AUC.
Nonparametric method

Chen et al. proposed to use kernels to construct the EL-based confidence interval estimation for the BLC-based maximum AUC via construction of the empirical likelihood ratio (ELR) test statistic for testing the hypothesis $H_0 : A = A_0$ versus $H_1 : A \neq A_0$.\cite{Chen2004}

Let $k$ be a symmetric kernel function and define $K_h(x) = \int_{-\infty}^{\infty} k(u) du$, $v(a) = m^{-1} \sum_{i=1}^{m} K_h(a^T X_i - a^T Y_i)$, $i = 1, \ldots, n$, where $h$ is the bandwidth parameter. Regarding to the kernel estimation, we refer the reader to the textbook of Silverman.\cite{Silverman1986}

Let $p = (p_1, p_2, \ldots, p_n)^T$ be a probability weight vector. $\sum_{i=1}^{n} p_i = 1$ and $p_i \geq 0$ for all $i = 1, \ldots, n$. The EL for the BLC-based AUC evaluated at the true value $A_0$ of AUC can be defined as

$$L(A_0) = \sup \left\{ \prod_{i=1}^{n} p_i : \sum_{i=1}^{n} p_i = 1, \sum_{i=1}^{n} p_i v_i(\hat{a}_k) = A_0 \right\},$$

where $\hat{a}_k$ satisfies $\sum_{i=1}^{n} p_i \partial v_i(a)/\partial a|_{a=\hat{a}_k} = 0$. One can show (using Lagrange multipliers) that

$$p_i = \frac{1}{n+1 + \lambda(v_i(\hat{a}_k) - A_0)}$$

where the Lagrange multiplier $\lambda$ is the root of

$$\frac{1}{n} \sum_{i=1}^{n} \frac{v_i(\hat{a}_k)}{n+1 + \lambda(v_i(\hat{a}_k) - A_0)} = A_0.$$

Under the alternative hypothesis, we have just the constraint $\sum_{i=1}^{n} p_i = 1$, and hence $L(A_0) = (1/n)^n$ at $p_i = 1/n$. Therefore, the empirical log-likelihood ratio test statistic is

$$K(A_0) = -2 \log \text{ELR}(A_0) = 2 \sum_{i=1}^{n} \log(1 + \lambda(v_i(\hat{a}_k) - A_0)).$$

We define $\hat{a}_k = \arg \max_a A_{\text{LR}}(a)$, where $A_{\text{LR}}(a) = \sum_{i=1}^{n} v_i(a)/n$. Under some general conditions (see Chen et al.\cite{Chen2004} for details), the asymptotic distribution of $K(A_0)$ under $H_0 : A = A_0$ is a scaled chi-square distribution with one degree of freedom, that is,

$$\gamma(A_0) K(A_0) \xrightarrow{d} \chi^2_1,$$

as $n, m \to \infty$,

where

$$\gamma(A_0) = \frac{m \hat{a}_k^2}{m+n}, \quad \hat{a}_k^2 = n^{-1} \sum_{i=1}^{n} \left( v_i(\hat{a}_k) - n^{-1} \sum_{j=1}^{n} v_j(\hat{a}_k) \right)^2,$$

$$\sigma^2 = \frac{m \hat{a}_k^2 + n \hat{a}_0^2}{m+n},$$

$$\sigma^2_0 = \text{Cov}(K_h(a_0^T X_1 - a_0^T Y_1), K_h(a_0^T X_2 - a_0^T Y_2)),$$

$$\sigma^2_0 = \text{Cov}(K_h(a_0^T X_1 - a_0^T Y_1), K_h(a_0^T X_2 - a_0^T Y_2)),$$

and $\hat{a}_k^2$ and $\sigma_0^2$ are the corresponding estimates.

Based on the asymptotic distribution of the statistic $K(A_0)$, the 100(1 - $a$)% empirical likelihood-based confidence interval for the maximum AUC can be constructed as

$$\mathcal{R}_a = \{ A_0 : \gamma(A_0) K(A_0) \leq \chi^2_1(1-a) \},$$
where $\chi^2_{\alpha}(1 - \alpha)$ is the $(1 - \alpha)$th quantile of the chi-square distribution with one degree of freedom. It gives a confidence interval with asymptotically correct coverage probability $1 - \alpha$, that is, $\Pr(A_0 \in R_{\alpha}) = 1 - \alpha + o(1)$. R code related to the problem described above can be found at following the Web domain: http://www.sciencedirect.com/science/article/pii/S0167947314002710.

**Goodness-of-fit tests**

Many statistical procedures are, strictly speaking, only appropriate when parametric assumption about data distribution is made. If the distribution under the null hypothesis is completely known, then testing for goodness of fit is equivalent to testing for uniformity. In general, testing distribution assumptions for normality and uniformity is suggested and has been one of the major areas of continuing statistical research both theoretically and practically. Normal distributions are commonly assumed in applications of statistical procedures. For instance, in most situations, parametric linear regression analysis can be done where the errors are assumed to be normally distributed. Thus, tests for goodness of fit, especially tests for normality, have a very important role in clinical experiments. Testing composite hypotheses of normality (or other specified), namely, $H_0$: the population is normally distributed versus $H_1$: the population is not normally distributed, is well addressed in statistical literature.\textsuperscript{29-30} Included in the coverage are the Shapiro–Wilk test, the Kolmogorov–Smirnov test, and the Anderson–Darling test, among which the Shapiro–Wilk test is highly efficient and has the best power for a given significance.\textsuperscript{31-34}

The Shapiro–Wilk test employs the null hypothesis principle to check whether a sample of i.i.d. observations $X_1, \ldots, X_n$ came from a normally distributed population. The test statistic is

$$W = \left( \sum_{i=1}^{n} a_i X_i \right)^2 / \sum_{i=1}^{n} (X_i - \bar{X})^2,$$

where $X_{(i)}$ is the $i$th order statistic, that is, the $i$th smallest number in the sample, and $\bar{X}$ is the sample mean; the constants $a_i$ are given by

$$(a_1, \ldots, a_n) = \frac{m^T \Sigma^{-1}}{(m^T \Sigma^{-1} m)^{1/2}},$$

where $m = (m_1, \ldots, m_n)^T$ and $m_1, \ldots, m_n$ are the expected values of the order statistics of independent and identically distributed random variables sampled from the standard normal distribution and $\Sigma$ is the covariance matrix of those order statistics. For example, when the sample size is 10, it can be obtained that $a_1 = 0.5739, a_2 = 0.3291, a_3 = 0.2141, a_4 = 0.1224$, and $a_5 = 0.0399$. The null hypothesis is rejected if $W$ is below a predetermined threshold. Note that the Shapiro–Wilk test does not depend on the distribution of data under the null hypothesis and the corresponding critical value can be calculated numerically using Monte Carlo techniques, see section "Numerical methods for calculating critical values and powers of statistical tests" for details.
It should be noted that the tests for normality can be subject to low power, especially when the sample size is small. Thus, a Q–Q plot is recommended for verification in addition to the test.\textsuperscript{55}

The function \texttt{shapiro.test} in R makes it possible to implement the Shapiro–Wilk test for normality.

**Example 31.3**

We generate data from $N(0, 1)$, Uniform$(0, 1)$, and $\text{exp}(1)$ with the sample size $n = 100$ using R and check the data for normality.

The following program shows how to simulate the normal distribution, the uniform distribution, and the exponential distribution in R, respectively. The function \texttt{shapiro.test} in R conducts the Shapiro–Wilk test for normality, yielding the test statistic and the corresponding $p$-value, as seen below:

```r
> n <- 100
> # N(0,1)
> x <- rnorm(n, mean=0, sd=1)
> shapiro.test(x)

Shapiro-Wilk normality test

data:  x
W = 0.9876, p-value = 0.4825

> # Uniform(0,1)
> y <- runif(n, min=0, max=1)
> shapiro.test(y)

Shapiro-Wilk normality test

data:  y
W = 0.9545, p-value = 0.001674

> # exp(1)
> z <- rexp(n, rate=1)
> shapiro.test(z)

Shapiro-Wilk normality test

data:  z
W = 0.8113, p-value = 5.574e-10
```

For the data simulated from $N(0, 1)$, we fail to reject the null hypothesis at the 0.05 significance level with a $p$-value of 0.4825, stating that there is no sufficient evidence
to conclude the data are not from the normal distribution. For the data simulated from either Uniform(0, 1) or exp(1), we reject the null hypothesis at the 0.05 significance level with a p-value of 0.0017 and <0.0001, respectively, stating that there is sufficient evidence to conclude the data are not from the normal distribution. For more details regarding goodness-of-fit tests, we refer the reader to Vexler et al. and Claesken et al.29,39,50

**Exercise 31.8**

Simulate data from \(N(1, 2), \Gamma(1/2, 1), t_{\mu=5}\) with the sample size \(n = 15, 25,\) and 50, respectively, and check for normality.

**Wilcoxon rank-sum tests**

As a nonparametric analog to the two-sample \(t\)-test, Wilcoxon rank-sum test (also called the Mann–Whitney U test or the Mann–Whitney–Wilcoxon test) can be used primarily when investigators do not want to, or cannot, assume that data distributions are normal.

Suppose that we have two samples of observations, containing i.i.d. measurements \(X_1, \ldots, X_m\) and i.i.d. measurements \(Y_1, \ldots, Y_n\) respectively. In practical applications, we often want to test the hypothesis that two populations are the same in the context of no location shift. To formulate, assuming that \(X_1, \ldots, X_m \sim \mathcal{F}(x - \mu), Y_1, \ldots, Y_n \sim \mathcal{F}(y - \mu),\) that all \(m + n\) observations are independent, and that \(\mathcal{F}(\cdot)\) is symmetric about zero, it is of interest to test \(H_0 : \Delta = v - u = 0\) against \(H_1 : \Delta = v - u > 0.\) Let \(R_i\) be the rank of \(Y_i\) among all \(m + n\) observations, where the rank refers to the ordinal number of the corresponding observation among a pre-ordered data set in ascending order. The Mann–Whitney statistic \(W = \sum_{i=1}^{m} R_i - m(m + 1)/2 = \sum_{i=1}^{m} \sum_{j=1}^{n} I(X_i < Y_j)\) rejects \(H_0\) for large values of \(W.\) It follows from one-sample \(U\)-statistics theory that, under the null hypothesis, \(W\) is asymptotically normal,86 that is,

\[
\frac{W - mn/2}{\sqrt{mn(m + n + 1)/12}} \xrightarrow{d} N(0, 1).
\]

Therefore, a cutoff value for the \(a\)-level test can be found as \(K_a = mn/2 + 1/2 + \zeta_a \sqrt{mn(m + n + 1)/12},\) where the additional \(1/2\) is added for a continuity correction.

The Wilcoxon rank-sum test has greater efficiency than the \(t\)-test on non-normal distributions, and it is nearly as efficient as the \(t\)-test on normal distributions.

**Example 31.4**

We consider the HDL data described in Figure 31.2 and conduct a Wilcoxon rank-sum test for equality of means in two groups.
The function `wilcox.test` in R conducts the two-sample Wilcoxon test for equality on means. Note that the alternative can be revised to "less" or "greater" in terms of a one-sided test.

```r
> X <- c(37.4, 70.4, 52.8, 46.2, 74.8, 96.8, 41.8, 55.0, 83.6, 63.8, 63.8, 52.8, 46.2, 37.4, 50.6, 74.8, 46.2, 39.6, 70.4, 30.8, 74.8, 61.6, 30.8, 74.8, 52.8)
> Y <- c(44.0, 35.2, 110.0, 63.8, 44.2, 26.4, 52.8, 30.8, 39.6, 44.4, 48.4, 39.6, 55.2, 52.8, 50.6, 39.6, 35.2, 55.2, 57.2, 37.4, 30.8, 46.2, 50.6, 44.4
> wilcox.test(X, Y)

Wilcoxon rank sum test with continuity correction
data:  X and Y
W = 432, p-value = 0.02065
alternative hypothesis: true location shift is not equal to 0
```

For the HDL data, the $p$-value of the Wilcoxon rank-sum test is 0.02065. Thus, we reject the null hypothesis at the 0.05 significance level and conclude a significant difference in the mean between two groups.

**Tests for independence**

Evaluations of relationships between pairs of variables, including testing for independence, are increasingly important. In this section, we introduce nonparametric tests for independence, including the Pearson correlation coefficient $\rho$, the Spearman's rank correlation coefficient $\rho_s$, the Kendall's rank correlation coefficient, data-driven rank techniques, the empirical likelihood-based method, and the density-based empirical likelihood ratio test.$^{56,60,87}$ Note that the Pearson correlation coefficient, the Spearman's rank correlation coefficient, and the Kendall's rank correlation coefficient focus on specific interdependence, for example, linear and/or monotone. In reality, the dependence structure may be more complex. For example, in the models $Y = 1/X$, $Y = \epsilon/X$, or $Y = \epsilon/X^2$, where $\epsilon$ is a random variable, $X$ and $Y$ are dependent in an inverse manner, and in the second and third cases, $E(XY)$ can be nonexistent. In this way, the difficulty of interpreting the correlation as a measure of dependence in general.

Assume we obtain a random sample of $n$ pairs of observations $(X_1, Y_1), \ldots, (X_n, Y_n)$ from a continuous bivariate population. Let $F_X(x)$ and $F_Y(y)$ denote the marginal distribution functions of $X$ and $Y$, respectively, and let $F_{XY}(x, y) = \Pr(X \leq x, Y \leq y)$ be the joint distribution function of the $(X, Y)$ pairs. For future use, let $R_i$ and $S_i$ denote the rank of $X_i$ and $Y_i$, respectively, and $F_{Xr}$, $F_{Yr}$, and $F_{XY}$ be the empirical distribution functions of $F_X$, $F_Y$, and $F_{XY}$, respectively. The null hypothesis of bivariate independence between $X$ and $Y$ can be formally stated as $H_0: F(x, y) = F(x)F(y)$ for all $(x, y) \in \mathbb{R}^2$ versus $H_1: F(x, y) \neq F(x)F(y)$ for some $(x, y) \in \mathbb{R}^2$. 
Pearson correlation coefficient

Pearson's correlation coefficient $\rho$ is the most familiar dependence concept that measures the linear dependence between a pair of variables $(X, Y)$. It is defined in terms of moments as

$$
\rho = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y} = \frac{E((X - \mu_X)(Y - \mu_Y))}{\sqrt{E((X - \mu_X)^2)E((Y - \mu_Y)^2)}},
$$

where $\text{cov}(X, Y)$ represents the covariance of $X$ and $Y$ and $\sigma_X$, $\sigma_Y > 0$ denotes the standard deviations of $X$ and $Y$, respectively. The Pearson correlation is defined only if both of the standard deviations are finite and nonzero. Applying the Cauchy–Schwarz inequality to the definition of covariance, it can be easily shown that $-1 \leq \rho \leq 1$. where $\rho = 1$ indicates a perfect increasing linear relationship and $\rho = -1$ shows a perfect decreasing linear relationship. By substituting corresponding moment estimators, the sample Pearson correlation coefficient can be obtained as

$$
\hat{r} = \frac{\sum_{i=1}^{n} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2 \sum_{i=1}^{n} (Y_i - \bar{Y})^2}}, \quad -1 \leq \hat{r} \leq 1.
$$

If two variables are from bivariate normal distribution or the sample size is not very small, $t = \sqrt{(n-2)/(1-\hat{r}^2)}$, which has an asymptotic $t$-distribution with $n-2$ degrees of freedom under $H_0$. Accordingly, we reject $H_0$ if $|t| \geq t_{a/2,n-2}$, where $t_{a/2,n-2}$ is the $(1-a/2)$th quantile of $t$-distribution with $n-2$ degrees of freedom.

Spearman's rank correlation coefficient

Spearman's rank correlation coefficient $\rho_s$ is the Pearson correlation between ranks of $X$ and $Y$, that is, $\rho_s = \rho_s(X, Y) = \rho(F(X), F(Y))$, $-1 \leq \rho_s \leq 1$. It assesses a monotonic relationship between two variables. Testing for independence is equivalent to the test $H_0 : \rho_s = 0$ versus $H_1 : \rho_s \neq 0$. The sample Spearman's rank correlation coefficient is

$$
\hat{r}_s = 1 - 6 \sum_{i=1}^{n} (R_i - S_i)^2 / (n(n^2 - 1)).
$$

Note that if there are tied $X$ values and/or tied $Y$ values, each observation in the tied group is assigned with the average of the ranks associated with the tied group.

At the significance level $a$, we reject $H_0$ if $|\hat{r}_s| \geq r_{a/2,n-2}$, where $r_{a/2,n-2}$ can be found by $\text{qSpearman}$ in R.

For large sample sizes, we can also conduct the test based on the asymptotic $t$-distribution of the Pearson correlation coefficient between the ranked variables.

Kendall's rank correlation coefficient

The Kendall's rank correlation coefficient is a distribution-free measure of independence based on signs of products of differences, where

$$
\tau = \Pr((X_1 - X_2)(Y_1 - Y_2) > 0) - \Pr((X_1 - X_2)(Y_1 - Y_2) < 0), \quad -1 \leq \tau \leq 1.
$$
It is a measure of the relative difference between \( \text{Pr}(\text{concordance}) \) and \( \text{Pr}(\text{discordance}) \). Testing for independence is equivalent to the test \( H_0: \tau = 0 \) versus \( H_1: \tau \neq 0 \). The Kendall statistic can be defined as

\[
K = \sum_{i=1}^{n} \sum_{j=1}^{n} \text{sgn}(Y_j - Y_i)(X_j - X_i),
\]

where \( \text{sgn}(x) = 1, \) if \( x > 0; \) 0, if \( x = 0; \) and \(-1, \) if \( x < 0.\)

Accordingly, at the significance level \( \alpha, \) an exact test can be conducted, and we reject \( H_0 \) if \( K \geq k_{\alpha/2}, \) where \( K = K'(n(n-1)/2) \) and \( k_{\alpha/2} \) can be found by \texttt{qKendall} in R. Alternatively, the test can be conducted based on the asymptotic standard normal distribution of the standardized \( K^* = (n(n-1)(2n+5)/18)^{-1/2} K \) under \( H_0. \) The null hypothesis is rejected if \( |K^*| \geq z_{\alpha/2}, \) where \( z_{\alpha/2} \) is the 100(1 - \( \alpha/2 \))th quantile of the standard normal distribution.

**Example 31.5**

We consider the HDL data described in Figure 31.2 and test for independence between \( X \) and \( Y. \)

The function \texttt{cor.test} conducts the test for independence between two samples. Note that the alternative can be revised to "less" or "greater" in terms of a one-sided test. The method option can be "Pearson," "Kendall," or "Spearman," based on the method chosen. The following shows the Pearson correlation test for the HDL data:

\[
> \text{cor.test}(X, Y, \text{alternative = "two.sided"}, \text{method = "pearson"})
\]

Pearson's product-moment correlation

data: X and Y
t = -1.5704, df = 23, p-value = 0.13
alternative hypothesis: true correlation is not equal to 0
95 percent confidence interval:
-0.62897919 0.09571223
sample estimates:
cor
-0.3111874

The \( p \)-value of the Pearson correlation test for the HDL data is 0.13. Thus, we fail to reject the null hypothesis at the 0.05 significance level and state that there is not sufficient evidence to conclude \( X \) and \( Y \) are independent.

**Data-driven rank tests**

Kallenberg \textit{et al.} expressed the dependence between \( X \) and \( Y \) via Fourier coefficients of the grade representation against a very wide class of alternatives. To this end, the distribution of \( (F_{\lambda}(X), F_{\nu}(Y)) \) is considered as exponential families with respect
to the Lebesgue measure \([0, 1] \times [0, 1]\). It is assumed that the observed samples are distributed according to the joint density function given as

\[
h(F_x(x), F_y(y)) = c(\theta) \exp \left\{ \sum_{j=1}^{k} \theta_j b_j(x^*) b_j(y^*) \right\},
\]

where \(b_j\) denotes the \(j\)th orthonormal Legendre polynomial, \(\theta = (\theta_1, \ldots, \theta_k)^T\), and \(c(\theta)\) is a normalizing constant.

Within exponential families, the null hypothesis corresponds to \(\theta = 0\), and the score test for testing \(\theta = 0\) against \(\theta \neq 0\) is given by rejecting for large values of 
\[
\left\{ n^{-1/2} \sum_{i=1}^{n} b_j(F_x(X_i)) b_j(F_y(Y_i)) \right\}^2.
\]

A smooth test statistic

\[
T_k = \sum_{j=1}^{k} V(j,j),
\]

where

\[
V(r,s) = \left\{ n^{1/2} \sum_{i=1}^{n} b_r \left( \frac{R_i - 1/2}{n} \right) b_s \left( \frac{S_i - 1/2}{n} \right) \right\}^2.
\]

can be obtained by replacing unknown distribution functions \(F_x\) and \(F_y\) by corresponding empirical distribution functions and applying a correction for continuity. Accordingly, two different test statistics \(T_2\) and \(V\) were proposed based on different selection of the order \(k\).

A "diagonal" test statistic \(T_2 = T_2\) is useful in the case of the "diagonal" model, which contains only products of Legendre polynomials with the same order in both variables. Let \(d(n)\) be a sequence of numbers tending to infinity as \(n \to \infty\). In a similar manner to the modified Schwarz's rule, the order is chosen as \(S_2 = \arg\min_{k} \{ T_k - k \log(n) \geq T_j - j \log(n), 1 \leq j, k \leq d(n) \}\). The score test for testing \(H_0 : \theta = 0\) against \(H_\theta : \theta \neq 0\) in the exponential family is given by rejecting for large values of \(TS_2\).

Otherwise, the "mixed" products are involved and a "mixed" statistic can be used. Let \(|\Lambda|\) denote the cardinality of \(\Lambda\) and \(T_\Lambda = \sum_{r,s \in \Lambda} V(r,s)\), and search for a model \(\Lambda^* = \arg\max_{\Lambda} \{ T_\Lambda - |\Lambda| \log(n) \}\). If \(\Lambda^*\) is not unique, the first among those \(\Lambda^*\)'s that have smallest cardinality is chosen. Then, the "mixed" statistic of \(H_0\) is \(V = T_{\Lambda^*}\).

**Empirical likelihood-based method**

Einmahl *et al.* constructed a test statistic by localizing the empirical likelihood. Let \(U(\tilde{F}_{XY}) = \prod_{i=1}^{n} \tilde{F}_i((X_i, Y_i))\), where \(\tilde{F}\) is the probability measure corresponding to \(F_{XY}\). For \((x, y) \in \mathbb{R}^2\), the local likelihood ratio test statistic is

\[
R(x, y) = \frac{\sup \{ U(\tilde{F}_{XY}) : \tilde{F}_{XY}(x, y) = \tilde{F}_x(x)\tilde{F}_y(y) \}}{\sup \{ U(\tilde{F}_{XY}) \}}.
\]

Then,

\[
\log R(x, y) = nP_n(A_{11}) \log \frac{F_{Xn}(x)F_{Yn}(y)}{P_n(A_{11})} + nP_n(A_{12}) \log \frac{F_{Xn}(x)(1 - F_{Yn}(y))}{P_n(A_{12})} + nP_n(A_{21}) \log \frac{(1 - F_{Xn}(x))F_{Yn}(y)}{P_n(A_{21})} + nP_n(A_{22}) \log \frac{(1 - F_{Xn}(x))(1 - F_{Yn}(y))}{P_n(A_{22})},
\]
where \( P_n \) is the empirical probability measure, \( F_{X_n} \) and \( F_{Y_n} \) are the corresponding marginal distribution functions, and \( A_{11} = (-\infty, x] \times (-\infty, y], \ A_{12} = (-\infty, x] \times (y, \infty), \ A_{21} = (x, \infty) \times (-\infty, y], \ A_{22} = (x, \infty) \times (y, \infty) \), and \( 0 \log(0) = 0 \). Then, the distribution-free test statistic \( T_n \) of testing for independence, that is,

\[
T_n = -2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \log P(x, y) dF_{X_n}(x) dF_{Y_n}(y),
\]

can be obtained by forming integrals of the log-likelihood ratio statistic.

**Density-based empirical likelihood ratio test**

Vexler et al. considered a density-based empirical likelihood approach for creating nonparametric test statistics, which approximate parametric Neyman–Pearson statistic, to test the null hypothesis of bivariate independence against a wide class of alternatives.\(^6\) The test statistic is defined as

\[
VT_n = \prod_{i=1}^{n} \left\{ \frac{n^{1/2}}{\phi_n} \tilde{Z}_i \left( 0.5n^{\beta_2}, 0.5n^{\beta_2} \right) \right\},
\]

where the function \([x]\) denotes the nearest integer to \( x \), \( 0.75 < \beta_2 < 0.9 \), and

\[
\tilde{Z}_i(m, r) = \left( F_{X_n}(X_{(m+1)_n}) - F_{X_n}(X_{(m-1)_n}) \right)^{-1} \left( F_{X_n}(X_{(m+1)_n}) - F_{X_n}(X_{(m-1)_n}) \right) + \frac{1}{n} R_{n}.
\]

Note that \( 0 < \beta_1 < 0.5 \) ensures the consistency of the proposed test. The proposed test is exact. The null hypothesis is rejected if \( \log(VT_n) > C_\alpha \), where \( C_\alpha \) is an \( a \)-level test threshold. It follows that \( \Pr_{\theta_0}(\log(VT_n) > C_\alpha) = \Pr_{\{(X_{(m)})_{i=1}^{n}, (Y_{(m)})_{i=1}^{n}\}}(\log(VT_n) > C_\alpha) \).

The critical values for the proposed test can be accurately approximated using Monte Carlo techniques. For details, see [59, 31] and the next section.

**Numerical methods for calculating critical values and powers of statistical tests**

Many statistical tests, including Shapiro–Wilk tests, data-driven rank techniques, the empirical likelihood-based method, the density-based empirical likelihood ratio test, \( t \)-test-type tests, and likelihood ratio tests are exact. Exact tests are well known to be simple, efficient, and reliable and to have finite sample Type I error control. Under the null hypothesis, distributions of test statistics for exact tests are independent of the underlying data distributions. For example, we consider the two-sample \( t \)-test with equal variances introduced in Section "Multivariate \( t \)-tests." When the assumptions of normality and homogeneity of variance are satisfied, the test is exact, that is, the sampling distribution of \( t = (\bar{X}_1 - \bar{X}_2)/(s_p \sqrt{n_1^{-1} + n_2^{-1}}) \) under a true null hypothesis would be given exactly by the \( t \)-distribution with degrees of freedom \( n_1 + n_2 - 2 \) (we refer the notations to Section "Multivariate \( t \)-tests."). Another concrete example of exact tests is the Wilcoxon rank-sum test, in which the test statistics are based on indicator functions \( I(\cdot) \). Noticing the fact that \( I(Z_1 < Z_2) = I(F_{Z_1}(Z_1) < F_{Z_2}(Z_2)) \) and
\[ \tilde{X}_i (m, r) = \left( F_{X_n} (X_{(M_i+r)}) - F_{X_n} (X_{(M_i-r)}) \right)^{-1} \left( F_{X_n} (X_{(M_i+r)}, Y_{(i+m)}) - F_{X_n} (X_{(M_i-r)}, Y_{(i+m)}) - F_n (X_{(M_i+r)}, Y_{(i-m)}) + F_n (X_{(M_i-r)}, Y_{(i-m)}) + n^{-R} \right), \]

with \( M_i \) is an integer number such that \( X_{(M_i)} = X_{(i)} \) (\( X_{(i)} \) is the concomitant of the \( i \)-th order statistic \( Y_{(i)} \), see [60] for details); \( X_{(M_i+r)} = X_{(m)} \), if \( M_i + r > n \); \( X_{(M_i-r)} = X_{(i)} \), if \( M_i - r < 1 \).

The necessity and danger of testing the statistical hypothesis

The ubiquitous use of statistical decision-making procedures’ findings in the current medical literature displays the vital role that statistical hypothesis testing plays in clinical trials in different branches of biomedical sciences. The benefits and fruits of statistical tests based on mathematical probabilistic techniques in epidemiology or other health-related disciplines strongly depend on successful formal presentations of statements of problems and a description of their nature. Oftentimes, certain assumptions about the observations used for the tests provide the probability statements that are
required for the statistical tests. These assumptions do not come for free, and ignoring their appropriateness can cause serious bias or inconsistency of statistical inferences, even when the test procedures themselves are carried out without mistakes. The sensitivity of the probabilistic properties of a test to the assumptions is referred to as the lack of robustness of the test.12

Various statistical techniques require parametric assumptions to define forms of data distributions to be known up to parameters' values. For example, in the t-test, the assumptions are that the observations of different individuals are realizations of independent, normally distributed random variables, with the same expected value and variance for all individuals within the investigated group. Such assumptions are not automatically satisfied, and for some assumptions, it may be doubted whether they are ever satisfied exactly. The null hypothesis \( H_0 \) and alternative hypothesis \( H_1 \) are statements that, strictly speaking, imply these assumptions, and which therefore are not each other's complement. There is a possibility that the assumptions are invalid, and neither \( H_0 \) nor \( H_1 \) is true. Thus, we can reject a statement related to clinical trials' interests just because the assumptions are not met. This issue is an impetus to depart from parametric families of data distributions and employ nonparametric test-strategies. Wilk and Gnanadesikan described and discussed graphical techniques based on the primitive empirical CDF and on quantile (Q-Q) plots, percent (P-P) plots, and hybrids of these, which are useful in assessing one-dimensional samples.85 Statistical techniques such as the likelihood ratio test, the maximum likelihood ratio test, the ROC curve methodology, t-tests, and so on, can really assist in solving challenging epidemiology and biomedical problems. Several components regarding tests based on incomplete data or data subject to instrument limitation can be found in Vexler et al.12

Reiser developed a corrected confidence interval for the AUC, adjusted for measurement errors.91 In this chapter, we considered retrospective statistical problems, an issues based on already collected data. There are statistical mechanisms based on sequentially observed measurement.94

Appendix

The most powerful test: As discussed in Section "Likelihood," the most powerful statistical decision rule is to reject \( H_0 \) if and only if \( \prod_{i=1}^{n} f_i(x_i)/f_0(x_i) \geq B \). The term "most powerful" induces us to formally define how to compare statistical tests. Without loss of generality, since the ability to control the Type I error (TIE) of statistical test has an essential role in statistical decision-making, we compare tests with equivalent probabilities of the TIE \( \Pr_{H_0} (\text{test rejects } H_0) = a \), where the subscript \( H_0 \) indicates that we consider the probability given that the null hypothesis is correct. The level of significance \( a \) is the probability of making a TIE. In practice, the researcher should choose a value of \( a \), for example, \( a = 0.05 \), before performing the test. Thus, we should compare the likelihood ratio test with \( \delta \), any decision rule based on \( \{X_i, i = 1, \ldots, n\} \), setting up \( \Pr_{H_0} (\delta \text{ rejects } H_0) = a \) and \( \Pr_{H_0} (\prod_{i=1}^{n} f_i(x_i)/f_0(x_i) \geq B) = a \). This comparison is with respect to the power \( \Pr_{H_0} (\text{test rejects } H_0) \). Notice that to derive the mathematical expectation, in the context of a problem related to testing statistical hypotheses, one must define whether the expectation should be conducted under
$H_0$- or $H_1$-regime. For example,

$$E_{H_0} \varphi(X_1, X_2, \ldots, X_n) = \int \varphi(x_1, x_2, \ldots, x_n)f_1(x_1, x_2, \ldots, x_n)dx_1dx_2 \ldots dx_n$$

$$= \int \varphi(x_1, x_2, \ldots, x_n)\prod_{i=1}^{n}f_i(x_i)dx_1 \ldots dx_n,$$

where the expectation is considered under the alternative hypothesis. The indicator $I(C)$ of the event $C$ can be considered as a random variable with values 0 and 1. By virtue of the definition, the expected value of $I(C)$ is $E[I(C)] = 0 \times \Pr[I(C) = 0] + 1 \times \Pr[I(C) = 1] = \Pr[I(C) = 1] = \Pr[C]$.

Taking into account the comments mentioned above, we derive the expectation under $H_0$ of the inequality (31.1), where $A = \prod_{i=1}^{n}f_i(x_i)/f_0(x_i)$, $B$ is a test threshold, and $\delta$ represents any decision rule based on $|X_i; i = 1, \ldots, n|$. One can assume that $\delta = 0, 1$, and when $\delta = 1$ we reject $H_0$. Thus, we obtain

$$E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) - B \right)I \left\{ f_1(x_1)/f_0(x_1) \geq B \right\} \right) \geq E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) - B \right)\delta \right).$$

And hence,

$$E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) - B \right)I \left\{ f_1(x_1)/f_0(x_1) \geq B \right\} \right) \geq E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) \delta \right) \right) - BE_{H_0}(\delta),$$

where $E_{H_0}(\delta) = E_{H_0}(I(\delta = 1)) = \Pr_{H_0}(\delta = 1) = \Pr_{H_0}(\delta$ rejects $H_0)$. Since we compare the tests with the fixed level of significance

$$E_{H_0}(I \left\{ f_1(x_1)/f_0(x_1) \geq B \right\}) = \Pr_{H_0} \left\{ f_1(x_1)/f_0(x_1) \geq B \right\} = \Pr_{H_0}(\delta$ rejects $H_0) = \alpha,$

we have

$$E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) - B \right) \right) \geq E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) \delta \right) \right).$$

Consider

$$E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) \delta \right) \right) = E_{H_0} \left( \left( \prod_{i=1}^{n}f_i(x_i)/f_0(x_i) \delta(x_1, \ldots, x_n) \right) \right)$$

$$= \int \prod_{i=1}^{n}f_i(x_i)/f_0(x_i)\delta(x_1, \ldots, x_n)f_0(x_1, \ldots, x_n)dx_1 \ldots dx_n$$

$$= \int \prod_{i=1}^{n}f_i(x_i)/f_0(x_i)\delta(x_1, \ldots, x_n)f_0(x_1, \ldots, x_n)dx_1 \ldots dx_n = \int \delta(x_1, \ldots, x_n)f_0(x_1, \ldots, x_n)dx_1 \ldots dx_n$$

$$= E_{H_0} \delta = \Pr_{H_0}(\delta$ rejects $H_0).$
Since $\delta$ represents any decision rule based on $\{X_i, i = 1, \ldots, n\}$, including the likelihood ratio based test, equation (A.2) implies

$$E_{H_0}\left(\prod_{i=1}^{n} \frac{f_i(X_i)}{f_0(X_i)} I\left\{ \frac{f_i(X_i)}{f_0(X_i)} \geq B \right\} \right) = \Pr_{H_1}\left(\prod_{i=1}^{n} \frac{f_i(X_i)}{f_0(X_i)} I\left\{ \frac{f_i(X_i)}{f_0(X_i)} \geq B \right\} \right).$$

Applying this equation and (A.2) to (A.1), we complete to prove that the likelihood ratio test is a most powerful statistical decision rule.

The likelihood ratio property $f_{H_1}^*(u) = f_{H_0}^*(u)u$: in order to obtain this property, we consider

$$\Pr_{H_1}\{u - s \leq L \leq u\} = E_{H_1}I[u - s \leq L \leq u] = \int I[u - s \leq L \leq u]f_{H_1}\left(\frac{L}{f_{H_0}^*}\right) = \int I[u - s \leq L \leq u]f_{H_0}.$$  

This implies the inequalities

$$\Pr_{H_1}\{u - s \leq L \leq u\} \leq \int I[u - s \leq L \leq u]u f_{H_0} = u \Pr_{H_0}\{u - s \leq L \leq u\}$$

and

$$\Pr_{H_1}\{u - s \leq L \leq u\} \geq \int I[u - s \leq L \leq u] (u - s) f_{H_0} = (u - s) \Pr_{H_0}\{u - s \leq L \leq u\}.$$  

Dividing these inequalities by $s$ and employing $s \to 0$, we get $f_{H_1}^*(u) = f_{H_0}^*(u)u$, where $f_{H_1}^*(u)$ and $f_{H_0}^*(u)$ are the density functions of the statistic $L = \frac{L}{f_{H_0}^*}$ under $H_0$ and $H_1$, respectively.

The general form of the AUC: By the definition of the AUC (the area under the ROC curve) and the fact that $F$ and $G$ are CDFs of $X$ and $Y$, respectively, the AUC can be expressed as

$$\int_0^1 \text{ROC}(t)dt = \int_0^1 (1 - F(G^{-1}(1 - t)))dt = \int_{-\infty}^{\infty} (1 - F(t))dG(t)$$  

$$= 1 - \int_{-\infty}^{\infty} F(t)dG(t) = 1 - \Pr(X \leq Y) = \Pr(X > Y).$$  

The form of the AUC under the normal data distribution assumption: Assume $X \sim N(\mu_1, \sigma_1^2)$ and, for the nondisease population, $Y \sim N(\mu_2, \sigma_2^2)$. Note that $X$ and $Y$ are independent. Consequently, we can obtain that

$$A = \Pr(X > Y) = \Pr(X - Y > 0) = 1 - \Pr\left\{ \frac{(X - Y) - (\mu_1 - \mu_2)}{\sqrt{\sigma_1^2 + \sigma_2^2}} \leq -\frac{\mu_1 - \mu_2}{\sqrt{\sigma_1^2 + \sigma_2^2}} \right\}$$

$$= 1 - \Phi\left(\frac{\mu_1 - \mu_2}{\sqrt{\sigma_1^2 + \sigma_2^2}}\right) = \Phi\left(\frac{\mu_1 - \mu_2}{\sqrt{\sigma_1^2 + \sigma_2^2}}\right).$$
R code: the two-sample (X and Y) density-based ELR test (for the details, see Ref. 51):

`###sample data with the sample sizes`
`n1=n2=25`  `###`
`n1=25`
`n2=25`
`x<-sample(control,n1)`
`y<-sample(case,n2)`
`delta<-0.1`
`z<-c(x,y)`
`sx<-sort(x)`
`sy<-sort(y)`
`sz<-sort(z)`
`###obtaining the ELR based on the sample X###`
`m<-c(round(n1*(delta+0.5)):min(c(round((n1)**(1-delta)), round(n1/2))))`  `###generate a vector of "m"`
`a<-replicate(n1,m)`  `###store repeated values of the vector "m"`
`rm<-as.vector(t(a))`  `###transpose the previous length(m)*n1 matrix and make it to be a vector`
`#rm<-rep(m, each = n1)`  `###repeat the vector of "m"`
`#n1 times`
`L<-c(1:n1)- rm`  `###order from (1-m) to (n1-m)`
`L2<-replace(L, L <= 0, 1)`  `###replace values that are <=0 with 1 when (1-m) <=0`
`C<-c(1:n1)+ rm`  `###order from (1+m) to (n1+m)`
`UU<-replace(U, U > n1, n1)`  `###replace values that are n1 with n1 when (n1+m)>n1`
`xL<-sx[L]`  `###obtain x(i-m)`
`xU<-sx[UU]`  `###obtain x(i+m)`
`P<-ecdf(z)(xU)-ecdf(z)(xL)`  `### the empirical distribution function`
`P[P==0]<-1/(n1+n2)`
`I<-2*rm/(n1*P)`  `### a (n1*length(m)) vector of (2*m)/[n1*empirical distribution function]`
`ux<-array(I, c(n1,length(m)))`  `### make the previous vector as a n1*length(m) matrix`
`tstat1<-log(min(apply(ux,2,prod)))`  `###get the part of the test statistic based on the sample X`
`###obtaining the ELR based on the sample Y###`
`m<-c(round(n2*(delta+0.5)):min(c(round((n2)**(1-delta)), round(n2/2))))`  `###generate a vector of "m"`
a<-replicate(n2,m)  # store repeated values of the vector "m"
rm<-as.vector(t(a))  # transpose the previous
#length(m)*n2 matrix and make it to be a vector
#rm<-rep(m, each = n2)  # repeat the vector of "m"
# n2 times
L<-c(1:n2)-rm
LL<-replace(L, L <= 0, 1 )  # order from (1-m) to (n2-m)
<=0 with 1 when (1-m) <=0
U<-c(1:n2)+ rm
UU<-replace(U, U > n2, n2)  # replace values that are
#>n2 with n2 when (n2+m)>n2
yL<-sy[LL]  # obtain y(1-m)
yU<-sy[UU]  # obtain y(n+m)
P<-ecdf(z)(yU)-ecdf(z)(yL)  # the empirical distribution
#
function
F[F==0]<-1/(n1+n2)
I<-2*rm/(n2*F)  # the (n2*length(m)) vector of (2*m)/
#(n2*empirical distribution function)
uy<-array(I, c(n2,length(m)))  # make the previous vector as a n2*length(m) matrix
tstat2<-log(min(apply(uy, 2, prod)))  # get ELR_Y
finalms<-tstat1+tstat2  # the final test statistic log(V)

### Multiple choice questions

1. Investigators are interested in evaluating a treatment A. They target to show that A can significantly improve health conditions of patients. How can the investigators formulate the null statistical hypothesis?
   a. The corresponding distribution function based on measurements from a group of patients without treatment A is different from that based on measurements from a group of patients with treatment A
   b. The corresponding distribution function based on measurements from a group of patients without treatment A equals to that based on measurements from a group of patients with treatment A
   c. The corresponding distribution function based on measurements from a group of patients without treatment A is smaller than that based on measurements from a group of patients with treatment A

2. Assume we observe i.i.d. measurements from a known distribution that depends on a simple parameter \( \theta \). We would like to test that \( \theta = 0 \) versus \( \theta \neq 0 \). What kind of testing strategies could you propose:
   a. Likelihood ratio
   b. \( t \)-Test
   c. Maximum likelihood ratio.
   d. Empirical likelihood ratio
   e. Density-based empirical likelihood ratio
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3 Assume we observe independent measurements from normal distributions with the variances $\sigma^2 = \sigma_1^2 = 1$. The diseased population is presented by a sample $X_1, \ldots, X_n$, the non-diseased population is presented by a sample $Y_1, \ldots, Y_m$. To evaluate the area under the ROC curve, it is better to use the following formal notation:

a. $\Phi\left(\frac{\bar{X} - \bar{Y}}{\sqrt{\frac{1}{n} + \frac{1}{m}}}\right)$

b. $\frac{1}{mn} \sum_{i=1}^{n} \sum_{j=1}^{m} (X_i > Y_j)$

c. $\frac{(\bar{X} - \bar{Y})^2}{\sum_{i=1}^{n} (X_i - \bar{X})^2 + \sum_{j=1}^{m} (Y_j - \bar{Y})^2}$
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**Webliographies**


http://cran.r-project.org/web/packages/dbEmpLikeNorm/ – The R package “dbEmpLikeNorm”: Test for joint assessment of normality.

http://cran.r-project.org/web/packages/dbEmpLikeGOF/index.html – The R package “dbEmpLikeGOF” for nonparametric density-based likelihood ratio tests for goodness of fit and two-sample comparisons.
