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ABSTRACT

The practice of employing empirical likelihood (EL) components in place of parametric likelihood functions in the construction of Bayesian-type procedures has been well-addressed in the modern statistical literature. The EL prior, a Jeffreys-type prior, which asymptotically maximizes the Shannon mutual information between data and the parameters of interest, is rigorously derived. The focus of the proposed approach is on an integrated Kullback-Leibler distance between the EL-based posterior and prior density functions. The EL prior density is the density function for which the corresponding posterior form is asymptotically negligibly different from the EL. The proposed result can be used to develop a methodology for reducing the asymptotic bias of solutions of general estimating equations and M-estimation schemes by removing the first-order term. This technique is developed in a similar manner to methods employed to reduce the asymptotic bias of maximum likelihood estimates via penalizing the underlying parametric likelihoods by their Jeffreys invariant priors. A real data example related to a study of myocardial infarction illustrates the attractiveness of the proposed technique in practical aspects.
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1. Introduction

It is well-known that in order to carry-forward Bayesian inference a prior density and a likelihood function need to be specified. The selection and justification of priors are important components of
Bayesian methodology. A widely used prior distribution was proposed by Jeffreys (1946). In this fundamental work, Jeffreys employed the Kullback-Leibler (K-L) measure to quantify a distance between the corresponding posterior and prior density functions. An excellent review of the justifications for Jeffreys prior is presented in Hartigan (1964, 1998). In parametric Bayesian inference, great efforts were made to formulate prior distributions, which add minimum information to knowledge derived from data (Bernardo, 1979). Prior distribution functions are defined as reference priors if: 1) They roughly describe situations in which little relevant information is available; and 2) The corresponding posterior distributions provide a standard in which other distributions could be referred to in order to assess the relative importance of the initial knowledge in the final results (Bernardo, 1979; Berger et al., 2009). Bernardo (1979) presented a heuristic discussion of the basic ideas related to the development of reference prior distributions that maximize Shannon mutual information between the posterior and prior density functions. In this case, under regularity conditions, the Jeffreys prior was shown to be a reference prior. Furthermore, these results were rigorously shown in asymptotic forms (see for details Lehmann and Casella 1998, pp. 261-262).

The above mentioned analysis related to the selection of priors corresponds to the parametric setting when the form of the likelihood is completely specified. Hartigan (1998) used a truncated K-L loss approach to develop maximum likelihood prior densities such that the corresponding Bayesian posterior functions are asymptotically negligibly different from the maximum likelihood functions. This approach offers a useful linkage between frequentist and Bayesian methods. In this framework Jeffreys prior is the unique continuous prior that yields the Bayesian strategy that asymptotically achieves the maximum Bayes risk in the context of a relevant entropy loss measure (Bernardo, 1979; Lehmann and Casella, 1998; Berger et al., 2009).

The Bayesian principle is one of the central tenets for developing powerful statistical inference tools when the form of the data distributions are assumed to be known and certain key assumptions are met. These principles may not be fiducial and applicable in the nonparametric setting when the
likelihood function forms are assumed to be unknown. It is also well-known that when key parametric assumptions are not met, the parametric Bayesian approach may be suboptimal or biased (Daniels and Hogan, 2008; Zhou and Reiter, 2010). Towards this end, we can find within the modern applied and theoretical statistical literature a line of research around Bayesian empirical likelihood (BEL) techniques based on the empirical likelihood (EL) concept (Lazar, 2003; Chaudhuri and Ghosh, 2011; Yang and He, 2012; Vexler et al., 2014, 2016; Zhong and Ghosh, 2016). Lazar (2003) theoretically justified that EL functions can be applied towards constructing nonparametric posterior distributions. In this context, EL’s can provide valid posterior inference that satisfies the laws of probability in the sense that it is related to statements derived from the Bayes’ rule (Lazar, 2003). Vexler et al. (2014) used EL functions to develop robust and efficient posterior point estimators. Furthermore, Vexler et al. (2016) proposed and examined the BEL credible set estimation as an analogue to the traditional and efficient parametric Bayesian approach. Recently, Zhong and Ghosh (2016) provided an expression for the asymptotic expansion of posteriors that are based on EL component along with its variants. In general, the BEL method employs EL components in place of parametric likelihood functions in order to develop distribution-free Bayesian-type procedures (see Section 2 for details).

The objectives in this paper are twofold: 1) To rigorously construct a Jeffreys-type EL prior in the context of the BEL algorithm; and 2) To develop a bias reduction approach for maximum empirical likelihood estimates (MELEs) by penalizing the EL by its prior. The second aim is inspired by the well-known fact that in the parametric setting Jeffreys priors can be used to penalize the underlying likelihood functions in order to reduce the bias of the corresponding maximum likelihood estimates (Firth, 1992, 1993). MELEs can be associated with solutions of general estimating equations (Qin and Lawless, 1994) as well as with estimates obtained by employing the generalized method of moments (Hansen, 1982). In addition, the MELE framework can be extended to certain $M$-estimators (Owen, 1988). It is well-known that bias corrected ELs inherit the higher order asymptotic efficiency properties of the maximum likelihood (Newey and Smith, 2004). Thus, we provide the theoretical justification
regarding the use of the derived EL prior in order to penalize the EL in an effort to improve the small sample properties of MELEs. This will be applied to reducing the EL bias in the framework of general estimating equations and M-estimation schemes.

This paper is organized as follows: In Section 2, we derive the EL prior and evaluate its asymptotic properties. In this section, we attend to necessary conditions related to the ability to consider BEL algorithms in the context of Shannon mutual information between data and parameters of interest. In Section 3, we demonstrate the process for using EL prior densities for the purpose of eliminating the first-order bias terms from the asymptotic expectation of MELEs. In Section 4, an extensive Monte Carlo (MC) study is conducted to examine the proposed method. The applicability of the proposed method is illustrated through a real world example of myocardial infarction in Section 5. In Section 6, we provide concluding remarks. Proofs of the theoretical results presented in this paper are outlined in Appendix A.

2. Empirical Likelihood Prior

To outline the central concept for constructing a reference prior in the classic parametric Bayesian setting and, without loss of generality, we assume that the data set \( X \) consists of \( n \) independent and identically distributed observations, \( X = (X_1, \ldots, X_n) \), and \( f(x \mid \theta) \) is the density function of \( X_1 \) with a scalar parameter \( \theta \). In this case, the Bayesian posterior density has the form

\[
\pi(\theta \mid X) = \frac{L(X \mid \theta)\pi(\theta)}{\int L(X \mid \zeta)\pi(\zeta) d\zeta},
\]

where \( \pi(\theta) \) is the prior density function and \( L(X \mid \theta) \) denotes the parametric likelihood \( \prod_{i=1}^{n} f(X_i \mid \theta) \), provided that the form of \( f(\cdot) \) is known. According to Lindley (1956) and Bernardo (1979), the prior density \( \pi(\theta) \) is a reference prior if it maximizes the functional

\[
I(\pi) = \int \int \pi(\theta)L(X \mid \theta)\log\{\pi(\theta \mid X)/\pi(\theta)\}dXd\theta,
\]  (1)
in an asymptotic \((n \to \infty)\) fashion. The information-theoretic quantity, \(I(\pi)\), measures the amount of missing information about \(\theta\) when the prior is fixed to be \(\pi(\theta)\) (Bernardo, 1979). The use of the functional \(I(\pi)\) allows one to make precise the basic idea of the construction of reference priors, which are maximally dominated by data. This concept was formalized in Berger, Bernardo, and Sun (2009).

Bernardo (1979) showed that the arguments from the calculus of variations can be applied to approximate the reference prior in the form \(\pi(\theta) \propto \exp\left\{L(X \mid \theta)\log\{\pi_A(\theta \mid X)\}dX\right\}\), where \(\pi_A(\theta \mid X)\) denotes the corresponding asymptotic posterior density of \(\theta\). Furthermore, it was proved that \(I(\pi)\) satisfies

\[
I(\pi) = \frac{1}{2} \log \frac{n}{2e\pi} + \int \pi(\theta) \log \left[\frac{i(\theta)}{\pi(\theta)}\right]d\theta + o(1), \text{ as } n \to \infty, \tag{2}
\]

where \(i(\theta) = -E\left[\partial^2 \log f(X_i \mid \theta)/\partial \theta^2\right]\) is the Fisher information (see for details Lehmann and Casella, 1998, pp. 261-262). Since the integral in the asymptotic form (2) of \(I(\pi)\) is the only term involving the prior \(\pi(\theta)\), maximizing that integral will maximize the asymptotic expansion. Jeffreys prior, \(\pi(\theta) \propto |i(\theta)|^{0.5}\), is the appropriate choice that ensures the maximization of the integral. In accordance with Hartigan (1998), \(I(\pi)\) can be represented in the form

\[
I(\pi) = \int \pi(\theta) E_\theta [\log |\pi(\theta \mid X)/\pi(\theta)|]d\theta, \tag{3}
\]

where the operator \(E_\theta[\cdot]\) denotes the mathematical expectation with respect to the underlying data density function \(L(X \mid \theta)\). We refer the reader to Hartigan (1998, p. 2084) for more details regarding the definition (3). This statement was used in Hartigan (1998) to analyze the reference prior concept based on maximum likelihood functions. We extend this method to derive a higher order approximation related to the BEL approach in the context of Shannon’s mutual information. Towards this end, we define the log EL function,
\[ l(\theta) = \max_{0 < p_1, \ldots, p_n < 1} \left\{ \sum_{i=1}^{n} \log p_i : \sum_{i=1}^{n} p_i = 1, \sum_{i=1}^{n} G(X_i, \theta)p_i = 0 \right\}, \]  

where \( p_i, \ i=1, \ldots, n \), play the role of probability weights and the parameter of interest \( \theta \) satisfies \( E[G(X_i, \theta)] = 0 \) for a specified function \( G \). Then the EL function, \( \exp[l(\theta)] \), will replace the parametric likelihood function \( L(X | \theta) \) in the expression of the posterior density \( \pi(\theta | X) \). In this section, we present necessary conditions and rigorous considerations for deriving the EL prior; see Remark A1 in the Supplementary Material (SM) for additional details (see Appendix B).

In general, EL functions cannot be directly used to construct a nonparametric counterpart of \( I(\pi) \) defined in (3). To explain this issue, we consider a simple but commonly used EL for the mean. In this setting \( G(X_i, \theta) = X_i - \theta, \ i=1, \ldots, n \). Let us convert the expression in equation (3) into its corresponding nonparametric form given as

\[ I_e(\pi) = \int \pi(\theta)E[\log\{\pi_e(\theta | X)/\pi(\theta)\}]d\theta, \]

where \( \pi_e(\theta | X) = \pi(\theta)\exp\{lr(\theta)\}/\int \pi(\zeta)\exp\{lr(\zeta)\}d\zeta \) and the log EL ratio \( lr(\theta) = \log[\exp[l(\theta)]/n^a] \). This form requires attention to the following technical issues: 1) The log EL ratio, \( lr(\theta) \), is not defined for all values of \( \theta \) that are considered in the integration process. This problem is associated with an ability to extract values of the probability weights \( p_i, \ i=1, \ldots, n \), that maximize the EL function, \( \prod_{i=1}^{n} p_i \), satisfying the constraints \( \sum_{i=1}^{n} p_i = 1 \) and \( \sum_{i=1}^{n} X_i p_i = \theta \). It is clear that the probability weights (\( p_i \)'s) cannot be calculated when \( \theta \not\in \left[ \min_{i=1, \ldots, n}(X_i), \max_{i=1, \ldots, n}(X_i) \right] \). The empirical bounds on \( \theta \), i.e. \( \min_{i=1, \ldots, n}(X_i) \) and \( \max_{i=1, \ldots, n}(X_i) \), cannot be applied in the integration process, since the operator \( E \) is in effect under the integral; 2) The formal notation \( I_e(\pi) \) assumes that the expectation \( E[\log\{\pi(\theta | X)/\pi(\theta)\}] \) exists, whereas one can show for certain values of \( \theta \) this expectation might be unbounded (see Remark A2 in the Supplementary Material (SM), Appendix B).
Towards this end, we first consider the definition of the log EL ratio for the mean in a form frequently used in practice and given as

\[ lr_c(\theta) = lr(\theta) I\{A_n(\theta)\} + \log(D_n) I\{A_n^c(\theta)\}, \]

(5)

where \( I() \) is the indicator function, \( A_n(\theta) = \left\{ \min\{X_i\} \leq \theta \leq \max\{X_i\} \right\} \) defines the event of \( \theta \) when the probability weights \( p_i, i=1,\ldots,n \), can be computed, \( A_n^c(\theta) \) is the complement of the event \( A_n(\theta) \) and a specified sequence \( D_n \) provides value of \(-2\log(D_n)\) to be arbitrarily large (e.g., \( D_n \propto \exp(-c_0 n) \), for some constant \( c_0 \)), suggesting to reject the null hypothesis, when testing \( EX_1 = \theta \) provided that \( I\{A_n^c(\theta)\} = 1 \). The definition at (5) is widely applied in practice and we refer the reader, e.g. to the R package \textit{emplik} (R Development Core Team 2015). In the general EL setting (4) the problem of determining the set of \( \theta \)'s when \( p_i, i=1,\ldots,n \), can be computed is not a simple task. It requires complicated considerations based on convexifications of sets involved in the EL construction (Owen, 2001). Note also that Equation (5)-type forms do not ensure the existence of the expectation \( E[\{lr_c(\theta)\}] \), which is needed in the context of \( I_c(\pi) \). For example, in the case of the EL for the mean, when \( \theta \) is close to the limits of \( A_n(\theta) \), i.e., \( \theta \approx \min\{X_i\} \) or \( \theta \approx \max\{X_i\} \), the expectation may be unbounded; see Remark A2 in the SM (Appendix B) for additional details.

Thus, we propose to adjust the definition of log EL ratio to be

\[ lr_c(\theta) = lr(\theta) I\{B_n(\theta)\} + \log(D_n) I\{B_n^c(\theta)\}, \]

with \( B_n(\theta) = \{w_1(\theta) > M, w_2(\theta) > M\} \),

(6)

where \( D_n \) is independent of data \( X \), \( D_n \to 0 \), \( w_1 = \sum_{i=1}^n \{G(X_i,\theta)\}^2 I\{G(X_i,\theta) < 0\} \) and \( w_2 = \sum_{i=1}^n \{G(X_i,\theta)\}^2 I\{G(X_i,\theta) > 0\} \). We have, for example when \( G(X_i,\theta) = X_i - \theta \),

\[ B_n(\theta) = \left[ \sum_{i=1}^n (X_i - \theta)^2 I\{(X_i - \theta) < 0\} > M, \sum_{i=1}^n (X_i - \theta)^2 I\{(X_i - \theta) > 0\} > M \right]. \]

This ensures \( \theta \in \left[ \min\{X_i\}, \max\{X_i\} \right] \) and the existence of \( E[\{lr_c(\theta)\}] \); see Remark A2 in the SM (Appendix B) and the
proof schemes of Lemmas A1 and A5 shown in Appendix A for additional details regarding definition (6).

Using the structure at (6), we now denote the expected K-L distance as

$$I_n(\pi) = \int \pi(\theta)E[\log \pi_e(\theta | X) / \pi(\theta)]d\theta,$$

where $\pi_e(\theta | X) = \pi(\theta) \exp \{l_r(\theta)\} / \int \pi(\xi) \exp \{l_r(\xi)\} d\xi$. Consider the EL in (4), requiring that $\partial G(X_i,\theta)/\partial \theta < 0$ (or $\partial G(X_i,\theta)/\partial \theta > 0$), for all $i=1,\ldots,n$, and $\pi(\theta)$ is twice continuously differentiable in a neighborhood of the MELE $\hat{\theta}$, where $\hat{\theta}$ is the solution of $\sum_{i=1}^n G(X_i,\hat{\theta}) = 0$. These conditions provide the similarity between the behavior of the EL and the parametric likelihood with respect to the parameter $\theta$; for details see Lemma A1 in Vexler et al. (2014) as well as Zhong and Ghosh (2016, p. 3019). In a similar manner of restrictions used in Qin and Lawless (1994), we assume that $|\partial G(x,\theta)/\partial \theta|$ and $|\partial^2 G(x,\theta)/d\theta^2|$ are bounded by some function $Q(x)$ with $E[Q(X)^4] < \infty$ when $\theta$ belongs to an interval of the MELE $\hat{\theta}$. In this case, we obtain the asymptotic result regarding $I_n(\pi)$.

**Proposition 1.** Assume for $\gamma > 0$, $E(G(X_i,\theta)^{\gamma}) < \infty$. Then

$$I_n(\pi) = \frac{1}{2} \log \frac{n}{2\pi e} + \int \pi(\theta) \log \left[ \pi(\theta) \left( \sigma^2(\theta) \right)^{0.5} \right] d\theta + o(1), \quad \text{as } n \to \infty,$$  

where $\sigma^2(\theta) = E[G(X,\theta)]^2 / [E[G'(X,\theta)]^2]$ and $G'(X,\theta) = \partial G(X,\theta)/\partial \theta$.

This result can be considered as a nonparametric version of the asymptotic conclusion given at (2). Since the integral in (8) is the only term involving the prior density function $\pi(\theta)$, maximizing that integral results in the following corollary related to the EL prior. The proof of Proposition 1, shown in Appendix A, consists of Lemmas A1 and A4 that have an independent interest in evaluations of the EL-type constructions. For example, see Remark 1 in Appendix A.
Corollary 1. Let the conditions of Proposition 1 hold. Then the prior density function \( \pi(\theta) \), which satisfies \( \pi(\theta) \propto \left( \sigma^2(\theta) \right)^{-0.5} \), maximizes \( I_n(\pi) \).

Thus, the prior function \( \pi(\theta) \) that satisfies \( \pi(\theta) \propto \left( \sigma^2(\theta) \right)^{-0.5} \) provides asymptotically maximum information distance in the context of \( I_n(\pi) \) between the prior and posterior functions based on the EL.

Remark: As mentioned above, in some situations, solutions to the corresponding constraints used in the classical EL constructions may not exist. In this case, the convention is to assign a zero or near zero value to the profile empirical likelihood. In order to overcome the difficulty in defining EL functions over all values of parameters incorporated in the EL’s, Chen et al. (2008) proposed the adjusted empirical likelihood technique. For example, the EL definition (4) with \( G(X_i, \theta) = X_i - \theta \) can be modified as

\[
I_A(\theta) = \max_{0 < p_i < 1, i = 1, \ldots, n+1} \left\{ \sum_{i=1}^{n+1} \log(p_i), \sum_{i=1}^{n+1} p_i = 1, \sum_{i=1}^{n+1} (X_i - \theta) p_i = 0 \right\},
\]

where a pseudo-value \( X_{n+1} = \theta - a_n \left( \sum_{i=1}^{n} X_i / n - \theta \right) \), for some positive constant \( a_n \). Then, for any given \( \theta \), \( I_A(\theta) \) is well-defined, since \( \theta \in \left\{ \min_{i=1, \ldots, n+1} (X_i), \max_{i=1, \ldots, n+1} (X_i) \right\} \). Although \( X_1, \ldots, X_{n+1} \) are no longer independent and identically distributed and the problem to denote a finite lower bound for \( E[I_A(\theta)] \) is still in effect, it seems to be attractive to consider the expected K-L distance (7), using an appropriate modification of \( I_A(\theta) \). This aspect of the EL prior development statements constitutes a topic of our future work given the associated mathematical and empirical challenges.

3. Bias Reduction of the MELE

In parametric statistics, one can reduce the bias of maximum likelihood estimates using Jeffreys prior in order to penalize the corresponding parametric likelihood functions (Firth, 1992, 1993). We propose applying the EL prior in order to reduce the bias associated with the MELE, \( \hat{\theta} = \arg\max_\theta \{ l(\theta) \} \), where \( l(\theta) \) is defined in (4). In this case, the estimator \( \hat{\theta} \) is the solution of the estimating equation.
\[ n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta}) = 0 \] (Qin and lawless, 1994). Define the penalized MELE
\[ \hat{\theta} = \arg \max_{\theta} \left[ \exp \left\{ I(\theta) \right\} \left\{ \sigma^2(\theta) \right\}^{-0.5} \right], \]
where the EL prior \( \pi(\theta) \) is applied following Corollary 1. Newey and Smith (2004) showed the higher order expansion of \( \hat{\theta} \) has the form
\[ \hat{\theta} = \theta_0 + T_n + o_p(n^{-1}), \quad T_n = O_p(n^{-1}), \quad \text{as} \ n \to \infty, \]
where \( \theta_0 \) satisfies \( E\{G(X, \theta_0)\} = 0 \). In this context, the first order bias of \( \hat{\theta} \) is defined as
\[ \text{Bias}(\hat{\theta}) = E(T_n). \]
We assume that the identification and regularity conditions presented in Newey and Smith (2004) are satisfied. In particular, these conditions restrict forms of the function \( G \) in order to have a unique solution of \( \theta \) satisfying the equation \( E\{G(X, \theta_0)\} = 0 \) and the ability of the function \( E\{G(X, \theta)\} \) to be explored using the Taylor theorem. In the following propositions, we present the first order bias forms of the MELE \( \hat{\theta} \) and the proposed penalized MELE \( \tilde{\theta} \).

**Proposition 2.** The first order bias form of \( \hat{\theta} \) satisfies \( \text{Bias}(\hat{\theta}) = \psi_1 - \psi_2 \), where
\[
\psi_1 = \frac{E\{G(X, \theta_0)G'(X, \theta_0)\}}{nE\{G'(X, \theta_0)\}^2}, \quad \psi_2 = \frac{1}{2} \frac{E\{G(X, \theta_0)^2\} E\{G'(X, \theta_0)\}}{nE\{G'(X, \theta_0)\}^3},
\]
\[ G'(X, \theta_0) = \frac{\partial G(X, \theta_0)}{\partial \theta} \] and \( G^*(X, \theta_0) = \frac{\partial^2 G(X, \theta_0)}{\partial \theta^2} \).

The proof of this proposition can be found in Newey and Smith (2004).

**Proposition 3.** The first order bias form of \( \tilde{\theta} \) satisfies \( \text{Bias}(\tilde{\theta}) = \psi_2 \), where \( \psi_2 \) is defined in Proposition 2.

Thus, when \( E\{G^*(X, \theta_0)\} = 0 \), the penalized MELE \( \tilde{\theta} \) achieves a first order bias reduction such that the first order bias \( \text{Bias}(\tilde{\theta}) = 0 \). For example, the setting where \( E\{G^*(X, \theta_0)\} = 0 \) can be associated with the statements \( E\left\{ g_1\left(X_{i1}^{\alpha_i}, \ldots, X_{i1}^{\alpha_i}\right) - \theta_0 g_2\left(X_{i1}^{\beta_i}, \ldots, X_{i1}^{\beta_i}\right) \right\} = 0, \quad \theta_0 = cE\left(X_{i1}^{\alpha_i}\right)/E\left(X_{i1}^{\beta_i}\right), \) for
specified functions \( g_1, g_2 \) and constants \( a_1, \ldots, a_r, b_1, \ldots, b_m, c \). In scenarios with \(|\psi_2| \leq |\psi_1 - \psi_2|\), the asymptotic first order bias of \( \tilde{\theta} \) is smaller than that of \( \hat{\theta} \).

4. Simulations

In this section, we evaluate numerically the performance of the proposed bias reduction method using two scenarios related to the estimation of \( \theta_0 \) that satisfies \( E(G(X_i, \theta)) = 0 \). These scenarios correspond to the choices of \( G(x, \theta) \) as (i) \( G(x, \theta) = x^2 - 2\theta x \) and (ii) \( G(x, \theta) = \exp(x) - \exp(\mu + \theta / 2) \), where \( \mu = 0, 1, 1.5 \). In order to provide MC examinations of the proposed procedure, we generated 10,000 samples of sizes \( n = 15, 25, 50, 75, \) and 100 from the Normal, Exponential, Chi-squared and Lognormal distributions. We focused on normal and lognormal distributed data, since one can show the EL approach is commonly very efficient in analyzing normally distributed observations, whereas applications of EL methods can be inaccurate when underlying data are skewed (Vexler et al., 2009, 2016; Yu et al., 2010). In setting (i), the true parameter value is \( \theta_0 = E(X_i^2) / \{2E(X_i)\} \) for \( E(X_i) \neq 0 \) and \( \theta_0 = 5.2, 1.0, 1.5, 0.728 \) in accordance with the underlying distributions \( N(10, 2) \), \( \text{Exp}(1) \), \( \text{Chisq}(1) \) and \( \text{Lognormal}(0, 0.5) \), respectively. The corresponding EL prior distribution satisfies \( \pi(\theta) \propto \{\sigma^2(\theta)\}^{-1/2} \), where \( \sigma^2(\theta) \) has the form \( \{4\theta^2 E(X_i^2) - 4\theta E(X_i^3) + E(X_i^4)\} / \{2E(X_i)\}^2 \), which is derived using Corollary 1. In this case, the MELE \( \hat{\theta} \) and the penalized MELE \( \tilde{\theta} \) satisfy \( \hat{\theta} = \arg\max_{\theta} \{l(\theta)\} \) and \( \tilde{\theta} = \arg\max_{\theta} \{l(\theta) / [\sigma^2(\theta)]^{0.5}\} \), where \( l(\theta) \) is defined in (4). Since in case (i) \( G''(X_i, \theta) = 0 \), Propositions 2 & 3 show asymptotically that \( \text{Bias}(\tilde{\theta}) = 0 \), whereas \( \text{Bias}(\hat{\theta}) = \{-2E(X_i^3) + 4\theta E(X_i^2)\} / \{n(2E(X_i))^2\} \).

In setting (ii), data points were generated from the \( N(\mu, \sigma^2) \) distribution, where \( \mu = 0, 1, 1.5 \) and \( \sigma^2 = 1, 1.5 \). In this case, the true parameter value is \( \theta_0 = \sigma^2 = 1, 1.5 \) and the corresponding EL prior
distribution satisfies $\pi(\theta) \propto \left\{ \sigma^2(\theta) \right\}^{-1/2}$, with $\sigma^2(\theta) = \left\{ \exp(2\mu + 2\theta) - 2 \exp(2\mu + \theta) + \exp(\mu + \theta / 2) \right\} / \left\{ \exp(\mu + \theta / 2) / 2 \right\}^2$. In setting (ii), we have $E[G(X_1, \theta_0)G'(X_1, \theta_0)] = -0.5 \exp(\mu + \theta / 2)E[G(X_1, \theta_0)] = 0$. Then Propositions 2 & 3 provide asymptotically that $\text{Bias}(\hat{\theta}) = -\text{Bias}(\tilde{\theta})$. The MC results related to scenarios (i) and (ii) are presented in Tables 1 and 2, respectively.

Under setting (i) with $X_1, \ldots, X_n \sim N(10, 2)$, Exp(1), Chisq(1) and Lognormal(0, 0.5), when sample sizes of $n=15$ and 25, we show in Table 1 that the penalized MELEs have smaller biases on average than those of the MELEs. Table 1 demonstrates that the mean squared errors (MSE) of the penalized MELEs, $MSE(\tilde{\theta})$, are less than those of the MELEs, $MSE(\hat{\theta})$. Similar results can also be observed for moderate sample sizes of $n=50$ and $n=75$. When sample size increases to $n=100$ and $n=150$, both the MELEs and the penalized MELEs are very close to the true parameter value $\theta_0$ and the MELEs still have less bias on average than those of the MLEs. The MSEs of the MELEs and the penalized MELEs are almost the same. The MC study confirms that in setting (i) the penalized MELEs have less bias on average than the MELEs. This result is in accordance with the Propositions 2 and 3 that show asymptotically the first order bias $\text{Bias}(\tilde{\theta}) = 0$ and $\text{Bias}(\hat{\theta}) \neq 0$ in setting (i).

Given setting (ii) and in accordance with Propositions 2 and 3 in Section 3, we can expect that the MELEs on average underestimate the true parameter value $\theta_0$ and the penalized MELEs overestimate the true parameter value $\theta_0$ for considered cases since the asymptotically first order biases of $\hat{\theta}$ and $\tilde{\theta}$ have the asymptotical relation $\text{Bias}(\tilde{\theta}) = -\text{Bias}(\hat{\theta})$. Here, the MC study confirms this conclusion as shown in Table 2. For relatively small sample sizes of $n=15$ and $n=25$, the penalized MELEs still provide estimators with smaller biases on average than those of the MELEs. The mean squared errors (MSE) of the penalized MELEs, $MSE(\tilde{\theta})$, are less than those of the MELEs, $MSE(\hat{\theta})$. 


For moderate sample sizes of \( n = 50 \) and \( n = 75 \), the penalized MELEs provide smaller biases on average than those of the MELEs. The mean square errors (MSE) of the penalized MELEs, \( \text{MSE}(\tilde{\theta}) \), are a little larger than those of the MELEs, \( \text{MSE}(\hat{\theta}) \). When sample size increases to 100 and 150, both the MELEs and the penalized MELEs are very close to the true parameter value \( \theta_0 \).

**Table 1**

The Monte Carlo expectations of the MELE \( \hat{\theta} \) and the penalized MELE \( \tilde{\theta} \) of \( \theta_0 \), when \( G(X, \theta) = X^2 - 2\theta X \).

<table>
<thead>
<tr>
<th></th>
<th>( X \sim \text{N}(10,2) ), ( \theta_0 = 5.2 )</th>
<th>( X \sim \text{Exp}(1) ), ( \theta_0 = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n = 15 )</td>
<td>( 25 )</td>
</tr>
<tr>
<td>( \hat{\theta} )</td>
<td>5.185</td>
<td>5.193</td>
</tr>
<tr>
<td>( \tilde{\theta} )</td>
<td>5.194</td>
<td>5.200</td>
</tr>
<tr>
<td>( n(\hat{\theta} - \theta_0) )</td>
<td>-0.229</td>
<td>-0.167</td>
</tr>
<tr>
<td>( n(\tilde{\theta} - \theta_0) )</td>
<td>-0.092</td>
<td>-0.014</td>
</tr>
<tr>
<td>( \text{MSE}(\hat{\theta}) )</td>
<td>0.067</td>
<td>0.041</td>
</tr>
<tr>
<td>( \text{MSE}(\tilde{\theta}) )</td>
<td>0.061</td>
<td>0.038</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>( X \sim \text{Chisq}(1) ), ( \theta_0 = 1.5 )</th>
<th>( X \sim \text{Lognormal}(0,0.5) ), ( \theta_0 = 0.728 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( n = 15 )</td>
<td>( 25 )</td>
</tr>
<tr>
<td>( \hat{\theta} )</td>
<td>1.305</td>
<td>1.389</td>
</tr>
<tr>
<td>( \tilde{\theta} )</td>
<td>1.317</td>
<td>1.408</td>
</tr>
<tr>
<td>( n(\hat{\theta} - \theta_0) )</td>
<td>-2.921</td>
<td>-2.763</td>
</tr>
<tr>
<td>( n(\tilde{\theta} - \theta_0) )</td>
<td>-2.741</td>
<td>-2.304</td>
</tr>
<tr>
<td>( \text{MSE}(\hat{\theta}) )</td>
<td>0.455</td>
<td>0.313</td>
</tr>
<tr>
<td>( \text{MSE}(\tilde{\theta}) )</td>
<td>0.405</td>
<td>0.283</td>
</tr>
</tbody>
</table>
Table 2

The Monte Carlo expectations of the MELE $\hat{\theta}$ and penalized MELE $\tilde{\theta}$ of $\theta_0$, when $G(X, \theta) = \exp(X) - \exp(\mu + \theta / 2)$.

<table>
<thead>
<tr>
<th></th>
<th>$X \sim N(0, 1)$, $\theta_0 = 1$</th>
<th>$X \sim N(1, 1)$, $\theta_0 = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>15 25 50 75 100 150</td>
<td>15 25 50 75 100 150</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>0.893 0.937 0.967 0.978 0.987 0.988 0.988 0.936 0.968 0.972 0.984 0.989</td>
<td>1.029 1.030 1.022 1.017 1.017 1.009 1.032 1.029 1.023 1.011 1.015 1.011</td>
</tr>
<tr>
<td>$\tilde{\theta}$</td>
<td>-1.612 -1.587 -1.642 -1.628 -1.337 -1.817 -1.533 -1.608 -1.603 -2.115 -1.573 -1.596</td>
<td>0.428 0.745 1.087 1.292 1.698 1.329 0.474 0.723 1.156 0.842 1.462 1.581</td>
</tr>
<tr>
<td>$n(\hat{\theta} - \theta_0)$</td>
<td>0.406 0.257 0.133 0.087 0.067 0.044 0.403 0.249 0.131 0.087 0.066 0.045</td>
<td>0.367 0.257 0.134 0.088 0.069 0.045 0.370 0.247 0.132 0.088 0.067 0.046</td>
</tr>
<tr>
<td>$MSE(\hat{\theta})$</td>
<td>0.406 0.257 0.133 0.087 0.067 0.044 0.403 0.249 0.131 0.087 0.066 0.045</td>
<td>0.367 0.257 0.134 0.088 0.069 0.045 0.370 0.247 0.132 0.088 0.067 0.046</td>
</tr>
<tr>
<td>$n(\tilde{\theta} - \theta_0)$</td>
<td>0.331 0.664 1.264 1.173 1.543 1.711 0.264 0.777 1.622 2.108 1.872 2.147</td>
<td>0.401 0.260 0.130 0.089 0.067 0.044 0.732 0.455 0.245 0.173 0.125 0.087</td>
</tr>
<tr>
<td>$MSE(\tilde{\theta})$</td>
<td>0.363 0.257 0.134 0.090 0.070 0.046 0.706 0.473 0.266 0.180 0.136 0.094</td>
<td>0.363 0.257 0.134 0.090 0.070 0.046 0.706 0.473 0.266 0.180 0.136 0.094</td>
</tr>
</tbody>
</table>

**Remark:** In the SM we provide MC results that can be used to compare the proposed nonparametric approach with the following methods: (1) the parametric maximum likelihood estimations and their Jeffreys priors based corrections (Firth 1992, 1993), where the underlying data distributions are assumed to be known up to parameters; (2) The MELEs penalized by using different priors that present correct and incorrect information regarding the parameter of interest.
5. **Real Data Example**

In this section, a real data example is presented in order to illustrate the practical applicability of the proposed bias reduction method. The example is based on data from a study that evaluated the association between biomarkers and myocardial infarction (MI). The study was focused on the residents of Erie and Niagara counties, 35-79 years of age (Schisterman et al., 2001). The New York State department of Motor Vehicles drivers’ license rolls was used as the sampling frame for adults between the age of 35 and 65 years, while the elderly sample (age 65-79) was randomly chosen from the Health Care Financing Administration database. We consider the biomarker “Vitamin E” supplement that is often used to quantify antioxidant status of an individual and could prevent heart disease (Rimm et al., 1993). A total of 2390 measurements of Vitamin E were evaluated by the study. 547 of them were collected from cases who survived on MI and the other 1843 from controls who had no previous MI. We denote the data points in control and case groups as \((Y_1, \ldots, Y_{1843})\) and \((X_1, \ldots, X_{547})\), respectively.

We applied the proposed bias reduction method in the context of the \(M\)-estimators of \(\theta_Y\) and \(\theta_X\) that are given as the roots of \(E(Y_i - \theta_Y)^3 = 0\) and \(E(X_i - \theta_X)^3 = 0\), respectively. In this case, the corresponding MELEs, \(\hat{\theta}_Y\) and \(\hat{\theta}_X\), are solutions of \(1843^{-1} \sum_{i=1}^{1843} G(Y_i, \hat{\theta}_Y) = 0\) and \(547^{-1} \sum_{i=1}^{547} G(X_i, \hat{\theta}_X) = 0\) where \(G(u, \theta) = (u - \theta)^3\). We illustrate the proposed method employing the following bootstrap-type algorithm: The strategy is that samples of sizes \(n=25, 50, 75\) and \(100\) are randomly selected from the Vitamin E measurements related to control and case groups, respectively. These samples are then used to compute values of the sample MELEs, \(\hat{\theta}_{Yn}\) and \(\hat{\theta}_{Xn}\), and the sample penalized MELEs, \(\tilde{\theta}_{Yn}\) and \(\tilde{\theta}_{Xn}\), defined in Section 3 for the control and case groups, respectively. In order to obtain penalized MELEs, the corresponding EL priors satisfies \(\pi_Y(\theta) \propto \sigma_Y^2(\theta)^{-1/2}\) with \(\sigma_Y^2(\theta) = E[G(Y_i, \theta)]^2 /[E[G'(Y_i, \theta)]^2]\) and \(\pi_X(\theta) \propto \sigma_X^2(\theta)^{-1/2}\) with
\[ \sigma^2_X(\theta) = \frac{E\{G(X_1, \theta)\}^2}{[E\{G'(X_1, \theta)\}]^2} \] for control and case groups, respectively. Since the underlying data distributions are unknown, we can use the sample moments estimators of \( E(X_1), E(X_1^2), E(X_1^3), E(Y_1), E(Y_1^2) \) and \( E(Y_1^3) \) in order to approximate the prior distributions. The evaluated MELEs, \( \hat{\theta}_{yn} \) and \( \hat{\theta}_{xn} \), and penalized MELEs, \( \tilde{\theta}_{yn} \) and \( \tilde{\theta}_{xn} \), were calculated based on samples of sizes \( n = 25, 50, 75 \) and 100 that are smaller than the rest of data \((1843-n)\) and \((547-n)\) (the amount of observations that are not used to compute evaluated estimators with respect to case and control groups). Then the rest of the data points, 1843-\( n \) and 547-\( n \), are used to estimate the true parameter values \( \theta_{yn} \) and \( \theta_{xn} \) that satisfy
\[
\sum_{i=1}^{1843-n} (Y_i - \theta_{yn})^3 = 0 \quad \text{and} \quad \sum_{i=1}^{1843-n} (X_i - \theta_{xn})^3 = 0 \]
for control group and case group, respectively. In this bootstrap-type algorithm, the R functions optimize (R Development Core Team 2015) can be used to compute values of \( \hat{\theta}_{yn} \) and \( \tilde{\theta}_{yn} \) for the control group (\( \hat{\theta}_{xn} \) and \( \tilde{\theta}_{xn} \) for case group). The values of \((1843-n)\) and \((547-n)\) were chosen to be relatively large so that the calculated estimators \( \theta_{yn} \) and \( \theta_{xn} \) are close to the true theoretical values. The strategy above was repeated 10,000 times in a bootstrap manner to compute the MC average bias of the MELEs and the penalized MELEs. Table 3 presents the results of this data example related to MI. This bootstrap-type test shows that the proposed penalized MELEs on average have less bias than those of the corresponding MELEs for both the control and case groups.

**Table 3**

The bootstrap-type expectations of the MELEs (\( \hat{\theta}_{yn} \) and \( \hat{\theta}_{xn} \)) and the penalized MELEs (\( \tilde{\theta}_{yn} \) and \( \tilde{\theta}_{xn} \)) for case and control groups.

\[
\begin{array}{lcccc}
\text{Control} & n=25 & n=50 & n=75 & n=100 \\
\theta_{yn} & 17.813 & 17.815 & 17.817 & 17.819 \\
\hat{\theta}_{yn} - \theta_{yn} & -0.783 & -0.412 & -0.274 & -0.211 \\
\tilde{\theta}_{yn} - \theta_{yn} & -1.166 & -0.772 & -0.601 & -0.509 \\
\end{array}
\]
The bootstrap-type mechanism described above was used in order to compute the data-driven 95% confidence interval estimators of \( \theta_{yn} \) and \( \theta_{xn} \), bootstrapping 1,000 values of \( \tilde{\theta}_{yn} \), \( \hat{\theta}_{yn} \), \( \tilde{\theta}_{xn} \), \( \hat{\theta}_{xn} \) at each of 10,000 data generations. Values of \( \theta_{yn} \) and \( \theta_{xn} \) were applied to obtain the corresponding empirical cover probabilities. The computed results are shown in Table 4.

**Table 4**

The bootstrap-type averages of the empirical confidence interval lengths (L) and the coverage probabilities (CP) related to the MELEs (\( \hat{\theta}_{yn} \) and \( \hat{\theta}_{xn} \)) and the penalized MELEs (\( \tilde{\theta}_{yn} \) and \( \tilde{\theta}_{xn} \)), for case and control groups.
Heuristically, it appears that in this experimental confidence interval study the penalized MELE’s are somewhat better than the conventional MELE’s. However, this result cannot be generalized from a theoretical standpoint presented in this paper.

6. Conclusion

In this article, we derived a Jeffreys-type EL prior, focusing on an integrated K-L distance between the EL-based posterior and prior density functions. Rigorous evaluations of this K-L distance are shown to provide a nonparametric counterpart to the classical result obtained in parametric based statistics. We applied the proposed EL prior to develop a methodology for removing the first-order term from the asymptotic bias of solutions of general estimating equations and $M$-estimation schemes. An extensive MC study and a data example confirmed the efficiency and applicability of the proposed method.

We shall note that a discussion regarding a general description and forms of Jeffreys-type EL priors was initiated by the excellent work of Clarke and Yuan (2010) in the context of a nonparametric extension to the classical parametric likelihood based reference prior results obtained by Professors Clarke, Barron and Wasserman (see, for the relevant literature, Lehmann and Casella, 1998, pp. 261-262). It turns out that the reference prior derivation cannot be directly applied when we use EL components in place of parametric likelihood functions in the construction of Bayesian-type procedures (see Appendix B). We, thus, employed an adjusted definition of the log EL ratio that is frequently used in practice. The proposed modification is natural, avoids the critical problem with the integrability of the log-EL, and equals the original EL ratio in a pre-defined level set and a constant outside. Then, we provided a rigorous proof scheme to evaluate the EL Bayesian procedures, applying Laplace-type methods.

It is hoped that the results presented in this paper will convince the readers of the necessity and the usefulness of further investigations regarding Jeffreys-type EL priors in general multidimensional
settings. For example, potential extensions of the proposed results could be applied in the context of over-identified problems (e.g., Zheng and Yu, 2011).
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Appendix A. Proof Schemes

Proof of Proposition 1: To prove Proposition 1, we represent Equation (7) as

\[
I_n(\pi) = \int\pi(\theta)E[l_r(\theta)]d\theta - \int\pi(\theta)E[\log]\pi(\xi)\exp[l_r(\xi)]d\xi \right] d\theta,
\]

where \(l_r(\theta)\) is defined in (6). The proof scheme of Proposition 1 is based on the following two stages: I) we will evaluate the first component of the right side in (A.1) to show that the expectation \(E[l_r(\theta)]\) converges to -1/2, asymptotically. Intuitively this fact follows from the Wilks-type result, \(-2l_r(\theta) \rightarrow \chi^2_1\) as \(n \rightarrow \infty\) (Owen 2001). However the convergence in expectation requires more complicated considerations; II) regarding the second component of the right side in (A.1), we will use the results related to the marginal EL that are obtained in Vexler et al. (2014). These results in the EL setting adapt and extend Laplace’s method used in the parametric Bayesian analysis (Tierney and Kadane, 1986). Technical proofs of the lemmas used in this appendix are presented in the Supplementary Material (SM), Appendix B.
Attending to the first stage of the proof scheme mentioned above, we note that
\[-2E[l_r(\theta)] = -2E[l_r(\theta)I\{B_n(\theta)\}] - 2\log(D_n)Pr\{B_n^\circ(\theta)\}.\]
It is clear that \(\log(D_n)Pr\{B_n^\circ\} = o(1)\) as \(n \to \infty\), since the Chebyshev inequality provides
\[
Pr\left[\sum_{i=1}^{n} G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\} < M\right] \leq E\left[\sum_{i=1}^{n} \left[q - G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\}\right]^3\right] (nq - M)^{-3}
\]
\[= O\left(n^{-1.5}\right) \text{ with } q = E\left[G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\}\right] \text{ assuming } E\left[G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\}\right]^3 < \infty.\]
Next we evaluate the main term \(-2E[l_r(\theta)I\{B_n(\theta)\}]\), showing that \(-2E[l_r(\theta)I\{B_n(\theta)\}] \to 1\) asymptotically.

To this end, we rewrite \(-2E[l_r(\theta)I\{B_n(\theta)\}]\) using two integrals
\[
-2E[l_r(\theta)I\{B_n(\theta)\}] = \int_{0}^{b_n} Pr\{-2l_r(\theta) > x, B_n(\theta)\}dx + \int_{b_n}^{\infty} Pr\{-2l_r(\theta) > x, B_n(\theta)\}dx, \quad (A.2)
\]
where \(l_r(\theta) < 0\), \(b_n = n^{1-\varepsilon}\) and \(\varepsilon > 0\). The following lemma considers the first component of the right side of (A.2).

**Lemma A1.** Assume that, for \(\gamma > 0\), \(E[G(X_i, \theta)]^{4+\gamma} < \infty\). Then, defining \(b_n = n^{1-\varepsilon}\) with \(0 < \varepsilon < 1\), we have
\[
\int_{0}^{b_n} Pr\{-2l_r(\theta) > x, B_n(\theta)\}dx \to 1, \text{ as } n \to \infty.
\]

The corresponding lemma A1 proof scheme is based on results shown in DiCiccio et al. (1991).

In order to show that the remainder term \(\int_{b_n}^{\infty} Pr\{-2l_r(X | \theta) > x, B_n(\theta)\}dx\) in (A.2) vanishes to zero, we present the lemmas below. These lemmas incorporate the Lagrange multiplier \(\lambda\) related to the Lagrangian equation
\[
H = \sum_{i=1}^{n} \log p_i + \lambda_i \left(1 - \sum_{i=1}^{n} p_i\right) - \lambda \sum_{i=1}^{n} p_i G(X_i, \theta),
\]
in order to maximize the EL, \( \prod_{i=1}^{n} p_i \), given the constraints \( \sum_{i=1}^{n} p_i = 1 \) and \( \sum_{i=1}^{n} p_i G(X_i, \theta) = 0 \). It can be easily shown that \( \lambda_i = n \), \( p_i = \{n + \lambda G(X_i, \theta)\}^{-1} \), \( i=1,..,n \), and \( \lambda \) is the solution of \( n^{-1} \sum_{i=1}^{n} G(X_i, \theta) / \{n + \lambda G(X_i, \theta)\} = 0 \); for details, see Qin and Lawless (1994).

**Lemma A2.** We have that \( \lambda \geq 0 \) if and only if \( \sum_{i=1}^{n} G(X_i, \theta) \geq 0 \); \( \lambda < 0 \) if and only if \( \sum_{i=1}^{n} G(X_i, \theta) < 0 \).

**Lemma A3.** The Lagrange multiplier \( \lambda \) satisfies \( \lambda = \sum_{i=1}^{n} G(X_i, \theta) / \sum_{i=1}^{n} \{G(X_i, \theta)\}^2 p_i \).

**Lemma A4.** If \( \lambda \geq 0 \), we have \( 0 \leq \lambda < n \sum_{i=1}^{n} G(X_i, \theta) \left[ \sum_{i=1}^{n} G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\} \right]^{-1} \); if \( \lambda \leq 0 \), we have

\[
n \sum_{i=1}^{n} G(X_i, \theta) \left[ \sum_{i=1}^{n} G(X_i, \theta)^2 I\{G(X_i, \theta) > 0\} \right]^{-1} < \lambda < 0.
\]

**Remark 1.** Lemma A4 provides the exact non-asymptotic bounds for \( \lambda \). Owen (1988) used very complicated considerations to obtain the approximate bounds for \( \lambda \) as \( n \to \infty \). Lemma A4 immediately demonstrates that \( \lambda = O_p \left(n^{-1/2}\right) \) when \( E\{G(X_1, \theta)\} = 0 \). Lemmas A1 & A4 can be useful in the context of numerical computations of ELs, providing, e.g., the exact bounds for \( \lambda \) that is a numerical solution of \( n^{-1} \sum_{i=1}^{n} G(X_i, \theta) / \{n + \lambda G(X_i, \theta)\} = 0 \).

By virtue of Lemmas A1-A4, we conclude that the remainder term asymptotically vanishes with the following lemma.

**Lemma A5.** Assume that for \( \gamma > 0 \), \( E|G(X_1, \theta)|^{8 + \gamma} < \infty \). Then

\[
\int_{b_n}^\infty \Pr\{-2lr(X \mid \theta) > x, B_n(\theta)\} dx = o(1), \text{ as } n \to \infty.
\]

Thus we show that the remainder term \( \int_{b_n}^\infty \Pr\{-2lr(X \mid \theta) > x, B_n(\theta)\} dx \) in (A.2) vanishes asymptotically to zero. Then by virtue of (A.1), we have \(-2E\{lr(\theta)\} \to 1\). This completes the first stage of the proof scheme of Proposition 1.
In the second stage of the proof scheme of Proposition 1, we analyze the term
\[ \int \pi(\zeta) \log \int \pi(\zeta) \exp \{ l_\epsilon(\zeta) \} d\zeta \frac{d\theta}{d\zeta} \] at (A.1). In a similar manner to the evaluation of \( E[l_\epsilon(\theta)] \) shown above, we prove that
\[ E\left[ \log \int \pi(\zeta) \exp \{ l_\epsilon(\zeta) \} d\zeta \right] = \log \left[ \pi(\theta) \left( \frac{2\pi\sigma^2(\theta)}{n} \right)^{1/2} \right] + o(1), \]
where \( \sigma^2(\theta) = E[G(X, \theta)]^2 / [EG'(X, \theta)]^2 \) with \( G'(X, \theta) = dG(X, \theta)/d\theta \). Intuitively this result follows from the fact that
\[ \int \pi(\zeta) \exp \{ l_\epsilon(\zeta) \} d\zeta = \pi(\theta_M) \left( \frac{2\pi\sigma^2_M}{n} \right)^{1/2} + o\left( n^{-1/2} \right), \]
where \( \sigma^2_M = n^{-1} \sum_{i=1}^n \{ G(X_i, \hat{\theta}) \}^2 \left\{ n^{-1} \sum_{i=1}^n \partial G(X_i, \hat{\theta}) / \partial \theta \right\}^2 \) and \( \hat{\theta} \) is the solution of \( \sum_{i=1}^n G(X_i, \hat{\theta}) = 0 \) (Vexler, Ge, and Hutson 2014). Following the algorithm of proofs shown in Vexler, Ge, and Hutson (2014), we denote a positive sequence \( \varphi_n = n^{1-\beta} \to \infty \) with the property that \( n^{-1/2} \varphi_n \to 0 \) where \( \beta \in (0, 1/6) \) and focus on the following expression
\[ \int \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta = \int_{\hat{\theta}-\varphi_n^{-1/2}}^{\hat{\theta}+\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta + R_n, \]
where the remainder term \( R_n = \int_{-\infty}^{\hat{\theta}-\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta + \int_{\hat{\theta}+\varphi_n^{-1/2}}^{\infty} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta. \)

By virtue of that \( \log \left[ \int \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta \right] < 0 \), we have the following two inequalities
\[ E\left[ \log \left( \int_{\hat{\theta}-\varphi_n^{-1/2}}^{\hat{\theta}+\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta + R_n \right) \right], \]
\[ \leq E \left[ \log \left( \int_{\hat{\theta}-\varphi_n^{-1/2}}^{\hat{\theta}+\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta \right) I(R_n < d_n) \right], \]
\[ \leq E \left[ \log \left( \int_{\hat{\theta}-\varphi_n^{-1/2}}^{\hat{\theta}+\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta + d_n \right) \right] - E \left[ \log \left( \int_{\hat{\theta}-\varphi_n^{-1/2}}^{\hat{\theta}+\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta + d_n \right) \right] I(R_n \geq d_n), \]
and
\[ E\left[ \log \left( \int \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta \right) \right] \geq E \left[ \log \left( \int_{\hat{\theta}-\varphi_n^{-1/2}}^{\hat{\theta}+\varphi_n^{-1/2}} \exp \{ l_\epsilon(\zeta) \} \pi(\zeta) d\zeta \right) \right], \quad (A.3)
where we use $d_n = \exp(-n^\tau)$ with $0 < \tau < 1/3 - 2\beta$. We will show that the upper and lower bounds in (A.3) converge to a same value as $n \to \infty$. Towards this end, we derive a bound for

$$-\log\left\{ \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} \exp\{lr_c(\zeta)\pi(\zeta)d\zeta \} \right\}$$

in the next lemma. This bound will assist in evaluating the remainder term $E\left[ \log\left\{ \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} \exp\{lr_c(\zeta)\pi(\zeta)d\zeta + d_n \} \right\}I(R_n \geq d_n) \right].$

**Lemma A6.** Assume that $|\partial G(x,\theta)/\partial \theta|$ is bounded by some function $Q(x)$ for $\theta \in \left[ \hat{\theta} - \phi_n n^{-1/2}, \hat{\theta} + \phi_n n^{-1/2} \right]$ where $\phi_n = n^{1/6-\beta}$ with $\beta \in (0,1/6)$. Then

$$0 < -\log\left\{ \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} e^{lr_c(\zeta)\pi(\zeta)d\zeta} \right\} \leq \left\{ 2\phi_n^2 \left( \sum_{i=1}^{n} Q(X_i) \right)^2 / M - \log(D_n) \right\} - \log\left\{ \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} \pi(\zeta)d\zeta \right\},$$

where $D_n = \exp(-c_0 n)$ and $c_0$ is a positive constant.

**Lemma A7.** Assume that $|\partial G(x,\theta)/\partial \theta|$ is bounded by some function $Q(x)$ with $E\{Q(X_i)^4\} < \infty$ for $\theta \in \left[ \hat{\theta} - \phi_n n^{-1/2}, \hat{\theta} + \phi_n n^{-1/2} \right]$ where $\phi_n = n^{1/6-\beta}$ with $\beta \in (0,1/6)$. Then

$$-E\left[ \log\left\{ \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} \exp\{lr_c(\zeta)\pi(\zeta)d\zeta + d_n \} \right\}I(R_n \geq d_n) \right] \to 0,$$

where $R_n = \int_{-\infty}^{\hat{\theta} - \phi_n n^{-1/2}} \exp\{lr_c(\zeta)\pi(\zeta)d\zeta + \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} \exp\{lr_c(\zeta)\pi(\zeta)d\zeta \}$ and $d_n = \exp(-n^\tau)$ with $0 < \tau < 1/3 - 2\beta$.

By virtue of Lemmas A6 and A7, using (A.3) we have

$$-E\left[ \log\left\{ \int_{\hat{\theta} - \phi_n n^{-1/2}}^{\hat{\theta} + \phi_n n^{-1/2}} \exp\{lr_c(\zeta)\pi(\zeta)d\zeta \} \right\} + o(1) \right] \leq -E\left[ \log\left\{ \exp\{lr_c(\zeta)\pi(\zeta)d\zeta \} \right\} \right]$$
\begin{equation}
\leq -E\left[ \log\left\{ \frac{e^{\hat{\theta}} - e^{-\frac{1}{2}}}{{\hat{\theta}} - e^{-\frac{1}{2}}} \exp\{ir_e(\zeta)\!\!\!\pi(\zeta)d\zeta\} \right\} \right]. \tag{A.4}
\end{equation}

Taking into account of (A.4) and the following lemma result, we complete the second stage of the proof of Proposition 1.

**Lemma A8.** Assume that, for some \( \gamma > 0 \) and all \( \theta \), \( E[G(X_1, \theta)]^{8+\gamma} < \infty \) and the following conditions are satisfied: \( |\partial G(x, \theta)/\partial \theta| \) and \( |\partial^2 G(x, \theta)/\partial \theta^2| \) are bounded by some function \( Q(x) \) with \( E\{Q(X_1)\} < \infty \), for \( \theta \in [\hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2}] \), where \( \varphi_n = n^{1/6-\beta} \), \( \beta \in (0, 1/6) \). Define \( \pi(\theta) \) to be a twice continuously differentiable on \( \theta \in [\hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2}] \) prior density function. Then

\[ -E\log\left\{ \pi(\zeta)\exp\{ir_e(\zeta)\!\!\!\pi(\zeta)d\zeta\} \right\} = -\log\pi(\theta)\left(2\pi\sigma^2(\theta)/n\right)^{1/2} + o(1), \]

where \( \sigma^2(\theta) = E\{G(X, \theta)^2\}/[E\{G'(X, \theta)^2\}] \) and \( G'(X, \theta) = \partial G(X, \theta)/\partial \theta \).

The corresponding lemma A8 proof scheme is based on results shown in Vexler et al. (2014) and Zhong and Ghosh (2016).

Thus lemmas (A.4) and (A.8) complete the proof of Proposition 1.

**Proof of Corollary 1:** The proof of Corollary 1 is technically straightforward and similar to that shown in Lehmann and Casella (1998, pp. 261-262) and thus is omitted.

**Proof of Proposition 3:** Define \( H(\theta) = \log\{\exp\{ir(\theta)\pi(\theta)\}\} = ir(\theta) + \log\pi(\theta) \). By the definition of \( \bar{\theta} \) in Section 3, it satisfies

\[ \partial H(\theta)/\partial \theta \big|_{\theta = \bar{\theta}} = 0. \tag{A.5} \]

Since \( \pi(\theta) \propto \{\sigma^2(\theta)\}^{-0.5} \), one can directly set the prior function to be \( \pi(\theta) = \{\sigma^2(\theta)\}^{-0.5} \) as the penalized function in \( H(\theta) \). Denote \( A(\theta) = \sigma^2(\theta), A'(\theta) = \partial A(\theta)/\partial \theta, A''(\theta) = \partial^2 A(\theta)/\partial \theta^2, lr'(\theta) = \partial lr(\theta)/\partial \theta \).
and \( lr^*(\theta) = \partial^2 lr(\theta)/\partial \theta^2 \). By the first order Taylor expansion applied to \( \partial H(\hat{\theta})/\partial \hat{\theta} = 0 \) in (A.5) around \( \hat{\theta} \), we obtain

\[
dH(\theta)/d\theta \big|_{\theta = \hat{\theta}} = 0 = lr'(\hat{\theta}) - A'(\hat{\theta}) + \left[ lr''(\theta) - \frac{A(\theta)A''(\theta) - \{A'(\theta)\}^2}{2A''(\theta)} \right]_{\theta = \hat{\theta}}(\hat{\theta} - \hat{\theta}), \tag{A.6}
\]

where \( \theta^{**} = \hat{\theta} + \rho(\hat{\theta} - \hat{\theta}) \) with \( \rho \in (0,1) \).

By virtue of the results that \( lr'(\hat{\theta}) = 0 \) and \( lr^*(\theta) = O_\rho(n) \) (for details see the proof of Lemma A8 in the SM, Appendix B), we have the following lemma.

**Lemma A9.** We have

\[
\tilde{\theta} - \hat{\theta} = O_\rho(n^{-1}). \tag{A.7}
\]

Then by the second order Taylor expansion applied to \( \partial H(\hat{\theta})/\partial \tilde{\theta} = 0 \) in (A.5) around \( \tilde{\theta} = \hat{\theta} \), we have

\[
 lr'(\hat{\theta}) - A'(\hat{\theta}) + lr''(\hat{\theta})(\hat{\theta} - \hat{\theta}) - \frac{\partial \{A'(\theta)\}/A(\theta)\}^{||}_{\theta = \hat{\theta}}(\hat{\theta} - \hat{\theta}) + \frac{\partial^3 H(\theta^*)}{\partial \theta^3}(\hat{\theta} - \hat{\theta})^3 = 0, \tag{A.8}
\]

where \( \theta^* = \hat{\theta} + \rho_i(\hat{\theta} - \hat{\theta}) \) with \( \rho_i \in (0,1) \).

The above expansion (A.8) and Lemma A9 imply that

\[
\tilde{\theta} - \hat{\theta} = A'(\theta)\left\{lr''(\theta)\right\}^{-1}_{\theta = \hat{\theta}} + O_\rho(n^{-2}). \tag{A.9}
\]

The expression of \( lr^*(\theta) \) can be easily found by taking the derivative of the constraint equation

\[
\sum_{i=1}^n G(X_i, \theta)(n + \lambda G(X_i, \theta))^{-1} = 0 \text{ with respect to } \theta . \]

Then one can obtain the following results regarding (A.9): \( E\left\{lr''(\hat{\theta})\right\} + nE\left\{G(X_i, \theta)\right\}^2 / \left[E\left\{G'(X_i, \theta_0)\right\}^2\right] \rightarrow 0, \ A'(\hat{\theta}) \rightarrow A'(\theta_0) \), where
\[ A'(\theta) = 2E\{G(X_1, \theta)G'(X_1, \theta)\left[E\{G'(X_1, \theta)\}\right]^2 - 2E\{E\{G(X_1, \theta)\}^2 E\{G'(X_1, \theta)\}E\{G'(X_1, \theta)\}\}^{-3} \] (for details see the proof of Lemma A8 in the SM, Appendix B).

Thus, it is clear that by (A.9) and Proposition 2 we complete the proof of Proposition 3.

**Appendix B. Supplementary Material**

The supplementary material contains: Details of the technical derivations and proofs corresponding to the theoretical results and Lemmas presented in this paper; Detailed remarks of the relevant research article, Clarke and Yuan (2010); The R code used to implement the developed method; Additional Monte Carlo results.
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Remark A1.

In the parametric Bayesian setting, Clarke and Yuan (2010) introduced the mutual information

\[ I(\Theta; X^n) = \int \int \pi(\theta)L(X \mid \theta)\log\left(\frac{\pi(\theta \mid X)}{\pi(\theta)}\right)\mu(dX)\mu(d\theta), \]

where \( \pi(\theta \mid X) = L(X \mid \theta)\pi(\theta) / \int L(X \mid \xi)\pi(\xi)d\xi \), \( \pi(\theta) \) is the prior density function, and \( L(X \mid \theta) \) defines the likelihood \( \prod_{i=1}^{n} f(X_i \mid \theta) \). The notation \( \mu \) generically denotes a dominated measure. To be consistent with the definitions discussed in Hartigan (1998), one can assume \( \mu(dX) = dX = \prod_{i=1}^{n} dX_i \). Clarke and Yuan (2010) examined a nonparametric version of \( I(\Theta; X^n) \) of the form

\[ \int \int \pi(\theta)\exp\{l(\theta)\}\log\left(\exp\{l(\theta)\}\right)/\int \pi(\xi)\exp\{l(\xi)\}d\xi dXd\theta , \]

where the log empirical likelihood \( l(\theta) \) defined in (4) heuristically plays the role of the parametric log likelihood. We refer the reader to Theorem 2.4. and p. 64 (the fourth line from the bottom) of Clarke and Yuan (2010) to a clear definition of the evaluated quantity. Unfortunately, the empirical likelihood (EL) \( \exp\{l(\theta)\} \) is not a joint density function. It is well known that

\[-2\{l(\theta) + n\log(n)\} \sim \left(\sum (X_i - \theta)\right)^2 / \sum_{i=1}^{n} X_i - n^{-1} \sum_{i=1}^{n} X_i \] when \( G(X_i, \theta) = X_i - \theta \) in (4). Given
these considerations it follows that the boundedness of
\[ \int \exp \{l(\theta)\} \log \left\{ \exp \{l(\theta)\} \right\} \pi(\xi) \exp \{l(\xi)\} d\xi dX \] is a concern in general.

Unlike Clarke and Yuan (2010), in this paper we present the necessary conditions and rigorous proofs for deriving the EL prior. The following critical points can be directly associated with the results shown in Clarke and Yuan (2010).

1. In general EL functions cannot be defined for all possible values of their parameters according to the EL methodology (Owen, 2001). This issue is associated with abilities to numerically evaluate the probability weights involved in many EL forms, depending on values of their parameters. For example, in a simple but common case, the log EL function for the mean has the form

\[ l(\theta) = \max_{0<p_1,...,p_n<1} \left\{ \sum_{i=1}^{n} \log p_i : \sum_{i=1}^{n} p_i = 1, \sum_{i=1}^{n} X_i p_i = \theta \right\} . \]

Then the probability weights \( p_i \)'s, \( i=1,...,n \), cannot be derived when \( \theta \notin \left\{ \min_{i=1,...,n} (X_i), \max_{i=1,...,n} (X_i) \right\} \).

Clarke and Yuan (2010) considered the integration of the EL function, \( \exp \{l(\theta)\} \), over \( \theta \in (-\infty, \infty) \). This problem cannot be corrected by taking into account the appropriate bounds of the parameter \( \theta \), since in the definition of the classical EL these bounds depend on random data, \( \theta \in \left\{ \min_{i=1,...,n} (X_i), \max_{i=1,...,n} (X_i) \right\} \), whereas \( E[\exp \{l(\theta)\}] \) should be integrated over \( \theta \) in the functional

\[ \int \pi(\theta) E[\log \{\pi(\theta | X) / \pi(\theta)\}] d\theta \]

and this integration cannot depend on data.

2. In several proof schemes applied in Clarke and Yuan (2010), one can detect heuristic and non-rigorous techniques that substitute in place of the necessary mathematical arguments. For example, consider the term \( \Lambda_{n}^{-1}(\theta_{n}) \) analyzed in equation (2.3.13, p. 64) of Yuan and Clarke (2010). There

\[ \Lambda_{n}^{-1}(\theta_{n}) = n^{-1} \sum_{i=1}^{n} d^2 \log p_i(\theta) / d\theta^2 \bigg|_{\theta=\theta_i}, \]

where \( p_i(\theta) \), \( i=1,...,n \), are related to the EL function, \( EL = \prod_{i=1}^{n} p_i(\theta) \) is constrained by \( \sum_{i=1}^{n} p_i(\theta) = 1 \), \( \sum_{i=1}^{n} \{ p_i(\theta) G(X_i, \theta) \} = 0 \) and
\( \theta_n = \theta + \sigma (\hat{\theta}_n - \theta) \) with \( \sigma \in (0,1) \). Thus the second order Taylor expansion of the EL function provides the relationship 
\[
\prod_{i=1}^{n} p_i(\theta) = \exp \left[ \log \left( \prod_{i=1}^{n} p_i(\hat{\theta}_n) \right) + 0.5n(\hat{\theta}_n - \theta)^2 \Lambda_n^{-1}(\theta_n) \right].
\]
It is clear that \( \Lambda_n^{-1}(\theta_n) \) depends on values of \( \theta \) that are involved in the integral considered in Equation (2.3.13) and thus cannot be exchanged outside the integral, i.e.,
\[
\int \exp \left[ -0.5n(\hat{\theta}_n - \alpha)^2 \Lambda_n^{-1} \left( \alpha + \sigma (\hat{\theta}_n - \alpha) \right) \right] d\alpha \neq \exp \left\{ \Lambda_n^{-1}(\theta_n) \right\} \int \exp \left\{ -0.5n(\hat{\theta}_n - \alpha)^2 \right\} d\alpha.
\]
Then one can conclude that result (2.3.13) provided in Clarke and Yuan (2010) is not rigorous. To obtain the asymptotic result regarding the Shannon mutual information, the second derivatives \( l_i^{(2)}(\theta) = d^2 \log p_i(\theta)/d\theta^2 \), \( i=1,\ldots,n \), should be proven to be bounded with respect to parameter \( \theta \) such that \( \sum_{i=1}^{n} l_i^{(2)}(\theta) = O_p(n) \) (Vexler et al., 2014a). This is assumed to be held without any justification in Clarke and Yuan (2010).

3. Clarke and Yuan (2010, pp. 64, 3rd line from the bottom) calculated the integral
\[
\int 0.5n(\hat{\theta}_n - \theta)^2 \Lambda(\theta) \prod_{i=1}^{n} p_i(\theta) dX_1 \ldots dX_n \quad \text{with} \quad \Lambda(\theta) = \left[ E[G'(X,\theta)] \right]^2 \left[ E[G(X,\theta)G'(X,\theta)] \right]^{-1},
\]
where \( G'(X,\theta) = \partial G(X,\theta)/\partial \theta \) and \( \hat{\theta}_n = \arg \max_{\theta} \log \left( \prod_{i=1}^{n} p_i(\theta) \right) \). This integral was presented as a mathematical expectation and computed with respect to the “density” function \( p(X | \theta) = \prod_{i=1}^{n} p_i(\theta) \), see also Eq. (2.3.13) in Clarke and Yuan (2010). Since, in general, the EL function \( \prod_{i=1}^{n} p_i(\theta) \) is not a proper joint density function, \( \int \prod_{i=1}^{n} p_i(\theta) dX_1 \ldots dX_n \neq 1 \) and \( \int \prod_{i=1}^{n} p_i(\theta) dX_1 \ldots dX_n \) can be unbounded. Thus the approach of Clarke and Yuan to calculate the integral \( \int 0.5n(\hat{\theta}_n - \theta)^2 \Lambda(\theta) \prod_{i=1}^{n} p_i(\theta) dX_1 \ldots dX_n \) is non-rigorous.

**Remark A2.**

Let the log EL ratio be \( br(\theta) = \log \left[ \exp \{ l(\theta) \} n^n \right] \), where
\[ l(\theta) = \max_{0 < p_1, \ldots, p_n < 1} \left\{ \sum_{i=1}^{n} \log p_i : \sum_{i=1}^{n} p_i = 1, \sum_{i=1}^{n} (X_i p_i) = \theta \right\}. \]

Since the log EL ratio for the mean can be associated with the t-statistic (Owen, 1990; Vexler et al., 2009), we begin with a consideration of the expectation of the t-statistic type object in the form \( E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \right] \). The statistic \( \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \) has asymptotically a \( \chi^2_1 \) distribution as \( n \to \infty \) and \( EX_1 = \theta \). Using a common technique, for all \( 0.5 < \varepsilon < 1 \), we have

\[
E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \right] \\
= E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \right] \frac{1}{\sum_{i=1}^{n} (X_i - \theta)^2} I \left\{ \sum_{i=1}^{n} (X_i - \theta)^2 \geq \sigma^2 n - n^\varepsilon \right\} \\
+ E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \right] \frac{1}{\sum_{i=1}^{n} (X_i - \theta)^2} I \left\{ \sum_{i=1}^{n} (X_i - \theta)^2 < \sigma^2 n - n^\varepsilon \right\} \\
\leq E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sigma^2 n - n^\varepsilon} \right] \\
+ E \left[ n \sum_{i=1}^{n} (X_i - \theta)^2 \right] \frac{1}{\sum_{i=1}^{n} (X_i - \theta)^2} I \left\{ \sum_{i=1}^{n} (X_i - \theta)^2 \leq \sigma^2 n - n^\varepsilon \right\} \\
= (\sigma^2 n) / (\sigma^2 n - n^\varepsilon) + n \Pr \left[ \sum_{i=1}^{n} \left( \sigma^2 - (X_i - \theta)^2 \right)^n > n^\sigma \right] \\
\leq (\sigma^2 n) / (\sigma^2 n - n^\varepsilon) + O(n^{1+0.5-\varepsilon}), \text{ and} \]

\[
E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \right] \\
\geq E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{\sum_{i=1}^{n} (X_i - \theta)^2} \right] \frac{1}{\sum_{i=1}^{n} (X_i - \theta)^2} I \left\{ \sum_{i=1}^{n} (X_i - \theta)^2 < \sigma^2 n + n^\varepsilon \right\} \\
\geq E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{(\sigma^2 n + n^\varepsilon)} I \left\{ \sum_{i=1}^{n} (X_i - \theta)^2 < \sigma^2 n + n^\varepsilon \right\} \right] \\
= E \left[ \frac{\left( \sum_{i=1}^{n} (X_i - \theta) \right)^2}{(\sigma^2 n + n^\varepsilon)} \right] \\
\]
\[ -E \left[ \sum_{i=1}^{n} (X_i - \theta)^2 / n + n^2 \right] = (\sigma^2 n + n^2) I \left[ \sum_{i=1}^{n} (X_i - \theta)^2 \geq \sigma^2 n + n^2 \right] \]

\[ = (\sigma^2 n) / (\sigma^2 n + n^2) + O(n^{1+\varepsilon - \varepsilon/2}) \]

Thus we show that \( E \left[ \left( \sum_{i=1}^{n} (X_i - \theta)^2 / \sum_{i=1}^{n} (X_i - \theta)^2 \right) \right] \to E(\eta) = 1, \) where \( \eta \sim \chi^2_n \), as \( n \to \infty. \)

The classical Cauchy-Schwarz inequality \( \left( \sum_{i=1}^{n} (X_i - \theta)^2 \right)^2 \leq n \sum_{i=1}^{n} (X_i - \theta)^2 \) plays an important role in the proof scheme above. This inequality ensures that \( E \left[ \left( \sum_{i=1}^{n} (X_i - \theta)^2 / \sum_{i=1}^{n} (X_i - \theta)^2 \right) \right] < \infty, \) for all \( \theta. \)

Regarding the expectation of the log EL ratio, one can show that \( -E \{ lr(\theta) \} = E \left\{ \sum_{i=1}^{n} \log\left(1 + \lambda(X_i - \theta)/n\right) \right\}, \) where \( \lambda \) is a root of \( n^{-1} \sum_{i=1}^{n} [X_i/(n + \lambda(X_i - \theta))] = 0 \) (Owen, 2001). In this case, we cannot use the Cauchy-Schwarz inequality to show \( E \{ lr(\theta) \} \) is bounded.

To outline this concern, we use the Taylor expansion, in which \( \lambda(X_i - \theta)/n \) can be expanded around 0, to note that

\[ -E \{ lr(\theta) \} = E \left[ \sum_{i=1}^{n} \log(1 + \lambda(X_i - \theta)/n) \right] \approx E \left[ \sum_{i=1}^{n} \lambda(X_i - \theta)/n \right], \) as \( n \to \infty. \)

The appendix of our paper presents Lemma A3 that demonstrates

\[ E \left[ \sum_{i=1}^{n} \lambda(X_i - \theta)/n \right] = E \left[ \left( \sum_{i=1}^{n} (X_i - \theta)^2 / n \sum_{i=1}^{n} (X_i - \theta)^2 p_i \right) \right], \]

where it is incorrect in general to state that \( \left( \sum_{i=1}^{n} (X_i - \theta)^2 \right)^2 \leq n^2 \sum_{i=1}^{n} (X_i - \theta)^2 p_i \) for certain values of \( \theta, \) especially if values of \( \theta \) are close to \( \min_{i=1,...,n}(X_i) \) or \( \max_{i=1,...,n}(X_i). \) For example, when \( \theta \) is very close to \( \min_{i=1,...,n}(X_i), \) then

\[ E \left[ \left( \sum_{i=1}^{n} (X_i - \theta)^2 / n \sum_{i=1}^{n} (X_i - \theta)^2 p_i \right) \right] \approx E \left[ \left( \sum_{i=1}^{n} (X_i - \theta)^2 / \left( n \min_{i=1,...,n}(X_i) - \theta \right)^2 \right) \right]. \]
may be unbounded. It is clear that \( lr(\theta) \leq 0 \), but it is possible that \( E\{lr(\theta)\} = -\infty \). In order to implement a similar role as that of the Cauchy-Schwarz inequality in the t-statistic context shown above, we redefine the log EL ratio in this paper as

\[
lr_c(\theta) = lr(\theta) I\{B_n(\theta)\} + \log(D_n) I\{B_n^c(\theta)\}, \quad B_n(\theta) = \{w_1 > M, w_2 > M\},
\]

where \( D_n \) is independent of data \( X \), \( D_n \to 0 \), \( w_1 = \sum_{i=1}^{n} \{G(X_i, \theta)\}^2 I\{G(X_i, \theta) < 0\} \), \( w_2 = \sum_{i=1}^{n} \{G(X_i, \theta)\}^2 I\{G(X_i, \theta) > 0\} \), and \( M \) is a fixed constant. It is clear that \( E\{lr_c(\theta)\} \) is bounded for all \( \theta \); for details see the proofs of Lemmas A1 and A5 in the Supplementary Material.

**Proofs**

**Proof of Proposition 1.**

**Lemma A1.** Assume that, for \( \gamma > 0 \), \( E[G(X_1, \theta)]^{4+\gamma} < \infty \). Then, defining \( b_n = n^{1-\varepsilon} \) with \( 0 < \varepsilon < 1 \), we have

\[
\int_0^{b_n} \Pr\{ -2lr(\theta) > x, B_n(\theta) \}dx = 1, \quad \text{as} \quad n \to \infty.
\]

**Proof of Lemma A1.**

Note that \( b_n \Pr(B_n^c) = o(1) \) as \( n \to \infty \), since the Chebyshev inequality provides that

\[
\Pr\left[ \sum_{i=1}^{n} G(X_i, \theta) I\{G(X_i, \theta) < 0\} < M \right] \leq E\left[ \sum_{i=1}^{n} \{G(X_i, \theta)\}^2 I\{G(X_i, \theta) < 0\} \right] (nq - M)^{-2} = O(n^{-1.5}),
\]

where \( q = E[I\{G(X_1, \theta) < 0\}] \).

By a result in DiCiccio et al. (1991, p. 1055), we have

\[
\int_0^{b_n} \Pr\{ -2lr(X | \theta) > x \}dx = \int_0^{b_n} \left[ \Pr\{X_1^2 > x\} + O(n^{-1}) \right]dx = E\chi^2 + o(1) = 1 + o(1), \quad n \to \infty.
\]

It follows that
\[
\int_0^{b_x} \Pr\{-2 lr(X \mid \theta) > x, B_n(\theta)\}dx \leq \int_0^{b_x} \Pr\{-2 lr(X \mid \theta) > x\}dx = 1 + o(1),
\]

and
\[
\int_0^{b_x} \Pr\{-2 lr(\theta) > x, B_n(\theta)\}dx \geq \int_0^{b_x} \Pr\{-2 lr(\theta) > x\}dx - \int_0^{b_x} \Pr\{B_n^c(\theta)\}dx
\]
\[
= \int_0^{b_x} \Pr\{-2 lr(\theta) > x\}dx - b_n P\{B_n^c(\theta)\} = 1 + o(1).
\]

This completes the proof of Lemma A1.

**Lemma A2.** We have that \( \lambda \geq 0 \) if and only if \( \sum_{i=1}^n G(X_i, \theta) \geq 0 \), and \( \lambda < 0 \) if and only if
\[
\sum_{i=1}^n G(X_i, \theta) < 0.
\]

**Proof of Lemma A2.**

The forms, \( p_i = \left\{ n + \lambda G(X_i, \theta) \right\}^{-1}, i = 1, \ldots, n \), and \( n^{-n} \geq \prod_{i=1}^n p_i \) imply that
\[
0 \leq -lr(\theta) = \log \left( n^{-n} / \prod_{i=1}^n p_i \right) = \sum_{i=1}^n \log \left\{ 1 + \lambda G(X_i, \theta)/n \right\}.
\]

Using the inequality \( \log(1 + s) \leq s \) for \( s > -1 \), we obtain
\[
-lr(\theta) = \sum_{i=1}^n \log \left\{ 1 + \lambda G(X_i, \theta)/n \right\}
\]
\[
\leq \sum_{i=1}^n \lambda G(X_i, \theta)/n = \lambda \sum_{i=1}^n G(X_i, \theta)/n.
\]

This completes the proof of Lemma A2.

**Lemma A3.** The Lagrange multiplier \( \lambda \) satisfies \( \lambda = \sum_{i=1}^n G(X_i, \theta)/\sum_{i=1}^n \left[ G(X_i, \theta) \right]^2 p_i \).

**Proof of Lemma A3.**

The constraint \( \sum_{i=1}^n G(X_i, \theta)p_i = 0 \) with \( p_i = \left\{ n + \lambda G(X_i, \theta) \right\}^{-1}, i = 1, \ldots, n \), in (4) implies that
\[ \sum_{i=1}^{n} G(X_i, \theta) = \sum_{i=1}^{n} \{G(X_i, \theta)(1 - p_i)\} + \sum_{i=1}^{n} \{G(X_i, \theta)p_i\} \]
\[ = \sum_{i=1}^{n} G(X_i, \theta)(1 - p_i) = \sum_{i=1}^{n} G(X_i, \theta) \left( \frac{n + \lambda G(X_i, \theta) - 1}{n + \lambda G(X_i, \theta)} \right) = \lambda \sum_{i=1}^{n} \{G(X_i, \theta)^2\} p_i. \]

This completes the proof of Lemma A3.

**Lemma A4.** If \( \lambda \geq 0 \), we have \( 0 \leq \lambda \leq n \sum_{i=1}^{n} G(X_i, \theta) \left( \sum_{i=1}^{n} \{G(X_i, \theta)^2\} I\{G(X_i, \theta) < 0\} \right)^{-1} \); if \( \lambda < 0 \), we have \( n \sum_{i=1}^{n} G(X_i, \theta) \left( \sum_{i=1}^{n} \{G(X_i, \theta)^2\} I\{G(X_i, \theta) > 0\} \right)^{-1} \leq \lambda < 0. \)

**Proof of Lemma A4.**

Having \( \lambda \geq 0 \), we obtain
\[
\sum_{i=1}^{n} \{G(X_i, \theta)^2\} p_i \geq \sum_{i=1}^{n} \{G(X_i, \theta)^2\} p_i I\{G(X_i, \theta) < 0\}
\]
\[= \sum_{i=1}^{n} \left\{ \frac{G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\}}{n + \lambda G(X_i, \theta)} \right\} \geq \sum_{i=1}^{n} \left\{ \frac{G(X_i, \theta)^2}{n + \lambda G(X_i, \theta)} \right\} = \sum_{i=1}^{n} \left\{ \frac{1}{n} \right\} I\{G(X_i, \theta) < 0\}, \]
where \( p_i = \left\{ \frac{1}{n + \lambda G(X_i, \theta)} \right\}^{-1}, i=1,...,n. \)

Applying this result and Lemma A2 to Lemma A3 yields
\[0 \leq \lambda < n \sum_{i=1}^{n} G(X_i, \theta) \left( \sum_{i=1}^{n} \{G(X_i, \theta)^2\} I\{G(X_i, \theta) < 0\} \right)^{-1}.\]

It follows similarly that when \( \lambda < 0 \),
\[n \sum_{i=1}^{n} G(X_i, \theta) \left( \sum_{i=1}^{n} \{G(X_i, \theta)^2\} I\{G(X_i, \theta) > 0\} \right)^{-1} < \lambda < 0.\]

This completes the proof of Lemma A4.

**Lemma A5.** Assume that for \( \gamma > 0 \), \( E|G(X_1, \theta)|^{8\gamma} < \infty \). Then
\[\int_{b_n}^{\infty} \Pr\left\{ -2\ln(X | \theta) > x, B_n(\theta) \right\} dx = o(1) \text{ as } n \to \infty.\]

**Proof of Lemma A5.**
Since \(\log(1+s)\leq s\) for \(s > -1\), we apply Lemmas A2 and A4 to obtain the following inequality

\[
\int_{h_n}^{\infty} \Pr\{-2\log(\theta) > x, B_n(\theta)\} dx = \int_{h_n}^{\infty} \Pr\left\{\sum_{i=1}^{n} \log \left(1 + \lambda G(X_i, \theta) n^{-1}\right) > x/2, B_n(\theta)\right\} dx
\]

\[
\leq \int_{h_n}^{\infty} \Pr\left\{n^{-1} \sum_{i=1}^{n} \lambda G(X_i, \theta) > x/2, B_n(\theta)\right\} dx
\]

\[
= \int_{h_n}^{\infty} \Pr\left\{\lambda I(\lambda \geq 0)n^{-1} \sum_{i=1}^{n} G(X_i, \theta) + \lambda I(\lambda < 0)n^{-1} \sum_{i=1}^{n} G(X_i, \theta) I(\lambda < 0) > x/2, B_n(\theta)\right\} dx
\]

\[
\leq \int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} G(X_i, \theta)^{2} I(G(X_i, \theta) < 0)\right)^{-1} > x/4, B_n(\theta)\right\} dx
\]

\[
+ \int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} G(X_i, \theta)^{2} I(G(X_i, \theta) > 0)\right)^{-1} > x/4, B_n(\theta)\right\} dx.
\]

Next we show that

\[
\int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} G(X_i, \theta)^{2} I(G(X_i, \theta) < 0)\right)^{-1} > x/4, B_n(\theta)\right\} dx = o(1),
\]

\[
\int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} G(X_i, \theta)^{2} I(G(X_i, \theta) > 0)\right)^{-1} > x/4, B_n(\theta)\right\} dx = o(1).
\]

Define \(q = E[\{G(X_i, \theta)\}^2 I(G(X_i, \theta) < 0)]\), \(\varepsilon \in (0, q)\) and the event

\[
W_n(\theta) = \left\{\sum_{i=1}^{n} U(X_i, \theta) < qn - \varepsilon n \right\}, \text{ where } U(X_i, \theta) = \{G(X_i, \theta)\}^2 I(G(X_i, \theta) < 0).
\]

Then

\[
\int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} G(X_i, \theta)^{2} I(G(X_i, \theta) < 0)\right)^{-1} > \frac{x}{4}, B_n(\theta)\right\} dx
\]

\[
\leq \int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} U(X_i, \theta)\right)^{-1} > \frac{x}{4}, \sum_{i=1}^{n} U(X_i, \theta) > M\right\} dx
\]

\[
= \int_{h_n}^{\infty} \Pr\left\{\left(\sum_{i=1}^{n} G(X_i, \theta)\right)^{2}\left(\sum_{i=1}^{n} U(X_i, \theta)\right)^{-1} > \frac{x}{4}, \sum_{i=1}^{n} U(X_i, \theta) > M, W_n(\theta) \right\} dx
\]
\[ + \int_{b_n}^{\infty} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 \left( \sum_{i=1}^{n} U(X_i, \theta) \right)^{-1} > \frac{X}{4} \sum_{i=1}^{n} U(X_i, \theta) > M, W_n^{C} (\theta) \right\} dx \]

\[ \leq \int_{b_n}^{\infty} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 M^{-1} > x, \sum_{i=1}^{n} U(X_i, \theta) < qn - \varepsilon n \right\} dx \]

\[ + \int_{b_n}^{\infty} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 (qn - \varepsilon n)^{-1} > x \right\} dx. \]

Let \( \gamma > \varepsilon \), it is clear that Chebyshev inequality implies \( \Pr \left\{ \sum_{i=1}^{n} U(X_i, \theta) < qn - \varepsilon n \right\} = O(n^{-2-\gamma}) \), provided that \( E[G(X, \theta)]^{8+\gamma} < \infty \) as \( n \to \infty \).

Then
\[ \int_{b_n}^{\infty} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 M^{-1} > x, \sum_{i=1}^{n} U(X_i, \theta) < qn - \varepsilon n \right\} dx \]

\[ \leq \int_{b_n}^{\infty} \Pr \left\{ \sum_{i=1}^{n} U(X_i, \theta) < qn - \varepsilon n \right\} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 M^{-1} > x \right\} \right]^{1/2} dx \]

\[ \leq \int_{b_n}^{\infty} O(n^{-2-\gamma}) \left[ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^6 \frac{1}{M^3 X^3} \right]^{1/2} dx \]

\[ = O(n^{-1.5}) \int_{b_n}^{\infty} \left[ n^3 M^{-3} X^{-3} \right]^{1/2} dx = O(n^{-0.5+0.5\gamma}). \]

Thus we obtain
\[ \int_{b_n}^{\infty} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 \left( \sum_{i=1}^{n} G(X_i, \theta)^2 I\{G(X_i, \theta) < 0\} \right)^{-1} > x / 4, B_n (\theta) \right\} dx = o(1). \]

In a similar manner to the considerations above, one can show that
\[ \int_{b_n}^{\infty} \Pr \left\{ \left( \sum_{i=1}^{n} G(X_i, \theta) \right)^2 \left( \sum_{i=1}^{n} G(X_i, \theta)^2 I\{G(X_i, \theta) > 0\} \right)^{-1} > x / 4, B_n (\theta) \right\} dx = o(1). \]

The proof of Lemma A5 is complete.
Lemma A6. Assume that \(|\hat{\partial}G(x, \theta)/\hat{\partial} \theta|\) is bounded by some function \(Q(x)\) for 
\[\theta \in \left[\hat{\theta} - \varphi_n n^{-1/2}, \hat{\theta} + \varphi_n n^{-1/2}\right]\] where \(\varphi_n = n^{1/6 - \beta}\) with \(\beta \in (0, 1/6)\). Then

\[0 < -\log \left\{ \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} e^{br_1(\zeta)} \pi(\zeta) d\zeta \right\} \leq \left\{ 2\varphi_n^{-1} \left( \sum_{i=1}^{n} Q(X_i) \right)^2 / M - \log(D_n) \right\} - \log \left\{ \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \pi(\zeta) d\zeta \right\},\]

where \(D_n = \exp(-c_0 n)\) and \(c_0\) is a positive constant.

Proof of Lemma A6.

In the proof of Lemma A4, we demonstrated that

\[p_i = \{n + \lambda G(X_i, \theta)\}^{-1} \geq n^{-1} I\{G(X_i, \theta) < 0\} \text{ for } \lambda \geq 0, \text{ and}
\[p_i = \{n + \lambda G(X_i, \theta)\}^{-1} \geq n^{-1} I\{G(X_i, \theta) > 0\} \text{ for } \lambda < 0, \text{ for } i=1,...,n.

Then taking into account the definitions of \(br_1(\theta)\) and \(B_n(\theta)\), and Lemma A3, we obtain

\[br(\theta) I\{B_n(\theta)\} = br(\theta) I\{B_n(\theta)\} I(\lambda \geq 0) + br(\theta) I\{B_n(\theta)\} I(\lambda < 0)\]

\[\geq -\left[ \frac{\sum_{i=1}^{n} G(X_i, \theta)}{n \sum_{i=1}^{n} |G(X_i, \theta)|^2 p_i} \right] I\{B_n(\theta)\} I(\lambda \geq 0) - \left[ \frac{\sum_{i=1}^{n} G(X_i, \theta)}{n \sum_{i=1}^{n} |G(X_i, \theta)|^2 p_i} \right] I\{B_n(\theta)\} I(\lambda < 0)\]

\[\geq -\frac{\sum_{i=1}^{n} G(X_i, \theta)^2 I\{B_n(\theta)\} I(\lambda \geq 0)}{\sum_{i=1}^{n} |G(X_i, \theta)|^2 I\{G(X_i, \theta) < 0\}} - \frac{\sum_{i=1}^{n} G(X_i, \theta)^2 I\{B_n(\theta)\} I(\lambda < 0)}{\sum_{i=1}^{n} |G(X_i, \theta)|^2 I\{G(X_i, \theta) > 0\}}\]

\[\geq -\frac{2\left( \sum_{i=1}^{n} G(X_i, \theta)^2 \right)^2}{M}.

The Taylor expansion of \(\sum_{i=1}^{n} G(X_i, \zeta)\) with \(\zeta\) around \(\hat{\theta}\), when \(\zeta \in \left[\hat{\theta} - \varphi_n n^{-1/2}, \hat{\theta} + \varphi_n n^{-1/2}\right]\), provides

\[\sum_{i=1}^{n} G(X_i, \zeta) = \sum_{i=1}^{n} G(X_i, \hat{\theta}) + (\zeta - \hat{\theta}) \sum_{i=1}^{n} G'(X_i, \hat{\theta}),\]
where \( G'(X_i, \zeta) = \partial G(X_i, \zeta)/\partial \zeta \), \( \partial_i = \hat{\theta} + \omega_i(\zeta - \hat{\theta}) \) and \( \omega_i \in (0,1) \) for \( i=1,\ldots,n \).

Note that, by the definition of \( \hat{\theta} \), we have \( \sum_{i=1}^{n} G(X_i, \hat{\theta}) = 0 \). Assume that \( |\partial G(x, \theta)/\partial \theta| \) is bounded by some function \( Q(x) \) for \( \theta \in \left[ \hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2} \right] \), we have

\[
\left| \sum_{i=1}^{n} G(X_i, \zeta) \right| \leq \varphi_n n^{-1/2} \sum_{i=1}^{n} Q(X_i),
\]

for \( \zeta \in \left[ \hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2} \right] \).

Then for \( \zeta \in \left[ \hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2} \right] \), we obtain

\[
lr(\zeta)I\{g_n(\zeta)\} + \log(D_n)I\{b_n(\zeta)\} \geq -2\varphi_n^2 n^{-1} \left( \sum_{i=1}^{n} Q(X_i) \right)^2 / M + \log(D_n).
\]

Thus by (6), one can easily obtain that

\[
0 < -\log \left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} e^{lr(\zeta)} \pi(\zeta) d\zeta \right\} \leq \left\{ 2\varphi_n^2 n^{-1} \left( \sum_{i=1}^{n} Q(X_i) \right)^2 / M - \log(D_n) \right\} - \log \left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \pi(\zeta) d\zeta \right\}.
\]

This completes the proof of Lemma A6.

**Lemma A7.** Assume that \( |\partial G(x, \theta)/\partial \theta| \) is bounded by some function \( Q(x) \) with \( E\{Q(X_1)^4\} < \infty \) for \( \theta \in \left[ \hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2} \right] \) where \( \varphi_n = n^{1/6 - \beta} \) with \( \beta \in (0,1/6) \). Then

\[
-E\left[ \log \left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \exp \{ lr(\zeta) \} \pi(\zeta) d\zeta + d_n \right\} I(R_n \geq d_n) \right] \rightarrow 0,
\]

where \( R_n = \int_{-\infty}^{\hat{\theta} - \varphi_n^{-1/2}} \exp \{ lr(\zeta) \} \pi(\zeta) d\zeta + \int_{\hat{\theta} + \varphi_n^{-1/2}}^{\infty} \exp \{ lr(\zeta) \} \pi(\zeta) d\zeta \) and \( d_n = \exp \left( -n^{\zeta} \right) \) with \( 0 < \zeta < 1/3 - 2\beta \).

**Proof of Lemma A7.**
Since \(- \log \left\{ \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \exp \{ lr_c(\zeta) \} \pi(\zeta) d\zeta + d_n \right\} \geq 0\), the Cauchy-Schwarz inequality implies

\[
0 \leq -E \left[ \log \left\{ \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \exp \{ lr_c(\zeta) \} \pi(\zeta) d\zeta + d_n \right\} I(R_n \geq d_n) \right] 
\leq \left[ E \left\{ \log \left( \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \exp \{ lr_c(\zeta) \} \pi(\zeta) d\zeta + d_n \right)^2 \right\} \right]^{1/2} \{ \Pr(R_n \geq d_n) \}^{1/2}.
\]

(S.1)

Because \( E\{O(X_1)^4\} < \infty \), Lemma A6 leads to

\[
\left[ E \left\{ \log \left( \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \exp \{ lr_c(\zeta) \} \pi(\zeta) d\zeta + d_n \right)^2 \right\} \right]^{1/2} = O(n^{4/3 - 2\beta}).
\]

In the next stage, we will evaluate the remainder term \( R_n \) in \( \Pr(R_n \geq d_n) \). According to Lemma A1 in Vexler et al. (2014a, p. 3 in the Supplementary Material), the function \( lr(\theta) \) increases for \( \theta < \hat{\theta} \) and the function \( lr(\theta) \) decreases for \( \theta > \hat{\theta} \). Then it follows that

\[
0 \leq \int_{-\infty}^{\hat{\theta} - \varphi_n n^{-1/2}} e^{lr_c(\zeta) + \lambda(\theta)} \pi(\zeta) d\zeta \leq e^{lr(\hat{\theta} - \varphi_n n^{-1/2})} \text{ and } 0 \leq \int_{\hat{\theta} + \varphi_n n^{-1/2}}^{\infty} e^{lr(\zeta) + \lambda(\theta)} \pi(\zeta) d\zeta \leq e^{lr(\hat{\theta} + \varphi_n n^{-1/2})}.
\]

(S.2)

In order to evaluate \( lr(\hat{\theta} - \varphi_n n^{-1/2}) \), one can use the techniques shown in Vexler et al. (2014a, p. 6 of the Supplementary Material). To this end, we first derive a bound for \( \lambda(\theta) \) when \( \theta = \hat{\theta} - \varphi_n n^{-1/2} \). Since \( \lambda(\theta) \) is a root of the equation \( n^{-1} \sum_{i=1}^{n} G(X_i, \theta) / \left[ 1 + n^{-1} \lambda G(X_i, \theta) \right] = 0 \), we define the function

\[
L(\lambda) = n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) / \left[ 1 + n^{-1} \lambda G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) \right].
\]

Then
\[ L(\lambda) = n^{-1} \sum_{i=1}^{n} \frac{G(X_i, \hat{\theta} - \varphi_n n^{-1/2})}{1 + n^{-1} \lambda G(X_i, \hat{\theta} - \varphi_n n^{-1/2})} \]

\[ = n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) - n^{-1} \sum_{i=1}^{n} \frac{n^{-1} \lambda G(X_i, \hat{\theta} - \varphi_n n^{-1/2})}{1 + n^{-1} \lambda G(X_i, \hat{\theta} - \varphi_n n^{-1/2})}. \quad (S.3) \]

Let \( \lambda_c = n^{2/3} \tau_n^{-1} \), where \( \tau_n = n^\nu \), \( 0 < \nu < \beta < 1/6 \), and a Taylor expansion that

\[ \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) = \sum_{i=1}^{n} G(X_i, \hat{\theta}) - \varphi_n n^{-1/2} \sum_{i=1}^{n} \frac{\partial G(X_i, \hat{\theta})}{\partial \xi}, \quad (S.4) \]

where \( \hat{\theta}_i = \hat{\theta} + \omega_i (\xi - \hat{\theta}) \) and \( \omega_i \in (0,1) \) for \( i=1,\ldots,n \), substituting \( \lambda_c = n^{2/3} \tau_n^{-1} \) and (S.4) into (S.3) yields

\[ n^{1/2} L(\lambda_c) = \varphi_n \left( n^{-1} \sum_{i=1}^{n} \frac{\partial G(X_i, \hat{\theta}_i)}{\partial \theta} \right) - \frac{n^{1/6}}{\tau_n} \sum_{i=1}^{n} \frac{G(X_i, \hat{\theta} - \varphi_n n^{-1/2})}{1 + n^{-1/3} \tau_n^{-1} G(X_i, \hat{\theta} - \varphi_n n^{-1/2})}. \]

Since \( n^{-1/3} \tau_n^{-1} G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) = O_p(1) \) (Owen, 1990), we have

\[ n^{1/2} L(\lambda_c) = \varphi_n \left( n^{-1} \sum_{i=1}^{n} \frac{\partial G(X_i, \hat{\theta}_i)}{\partial \theta} \right) - \frac{n^{1/6}}{\tau_n} \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) \frac{\left(1 + O_p(1)\right)}{1 + O_p(1)}. \]

Now it follows that \( n^{1/2} L(\lambda_c) \to -\infty \), as \( n \to \infty \). In a similar manner \( n^{1/2} L(-\lambda_c) \to +\infty \), as \( n \to \infty \). Thus, the solution, \( \lambda_0 \), of equation \( n^{1/2} L(\lambda_0) = 0 \) belongs to the interval \( (-\lambda_c, \lambda_c) \), i.e. \( \lambda_0 = O_p(\sqrt{n} \tau_n^{-1}) \). Note that this bound for \( \lambda_0 \) can also be obtained via using (S.4) and the exact bounds for \( \lambda \) shown in Lemma A4. This result will be used to derive an expression of \( \lambda_0 \).

Following the same technique of a Taylor expansion of \( L(\lambda_0) = 0 \) that is shown in Vexler et al. (2014a, pp. 6-7 of the Supplementary Material) and (S.4), we then obtain
\[
\sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n n^{-1/2}) \left\{ 1 - n^{-1} \lambda_0 G(X_i, \hat{\theta} - \varphi_n^{-1/2}) + \frac{n^{-2} \lambda_0 G(X_i, \hat{\theta} - \varphi_n^{-1/2})^2}{(1 + \theta_i)^2} \right\} = 0, \tag{S.5}
\]

where \( \hat{\theta}_i = \hat{\theta} - \omega_i \varphi_n^{-1/2} \) and \( \omega_i \in (0, 1) \) for \( i = 1, \ldots, n \). Since \( \lambda_0 = O_p \left( n^{2/3} \tau_n^{-1} \right) \) and (S.4), it follows that the approximate solution based on solving (S.5) is given by

\[
\lambda_0 = \frac{-\varphi_n n^{-1/2} \sum_{i=1}^{n} G'(X_i, \hat{\theta}_i) + O(n^{1/3})}{n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n^{-1/2})^2} + \frac{\tau_n^2}{\tau_n^2}, \tag{S.6}
\]

where \( G'(X_i, \theta) = \partial G(X_i, \theta)/\partial \theta \), and \( \hat{\theta}_i = \hat{\theta} + \omega_i \left( \varphi - \hat{\theta} \right) \) with \( \omega_i \in (0, 1) \) for \( i = 1, \ldots, n \).

Applying the Taylor expansion, (S.4) and (S.6) to \( l_r(\hat{\theta} - \varphi_n^{-1/2}) \), we then have

\[
l_r(\hat{\theta} - \varphi_n^{-1/2}) = -\sum_{i=1}^{n} n^{-1} \lambda_0 G(X_i, \hat{\theta} - \varphi_n^{-1/2}) + \frac{1}{2} \sum_{i=1}^{n} n^{-1} \lambda_0 G(X_i, \hat{\theta} - \varphi_n^{-1/2}) + O(n^{-3}) \]

\[
= \frac{-\varphi_n^2 \left\{ n^{-1} \sum_{i=1}^{n} G'(X_i, \hat{\theta}_i) \right\}^2}{2n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n^{-1/2})^2} + O_p(n^{-3}). \tag{S.7}
\]

Similarly to the analysis of \( l_r(\hat{\theta} - \varphi_n^{-1/2}) \), \( l_r(\hat{\theta} + \varphi_n^{-1/2}) \) has the following expression

\[
l_r(\hat{\theta} + \varphi_n^{-1/2}) = \frac{-\varphi_n^2 \left\{ n^{-1} \sum_{i=1}^{n} G'(X_i, \hat{\theta}_i) \right\}^2}{2n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta} - \varphi_n^{-1/2})^2} + O_p(n^{-3}), \tag{S.8}
\]

where \( \hat{\theta}_i = \hat{\theta} + \omega_i \left( \varphi - \hat{\theta} \right) \) and \( \omega_i \in (0, 1) \) for \( i = 1, \ldots, n \).

We remark that the results above are consistent with those shown in Qin and Lawless (1994, pp.316-317), where it is demonstrated that

\[
\lambda_0 = O(n^{2/3}), \quad l_r(\hat{\theta} - \varphi_n^{-1/2}) \leq -a_0 n^{1/3}, \quad \text{a.s.}
\]
where $a_0$ is some positive constant.

Now consider the probability $\Pr(R_n \geq d_n)$

$$\Pr(R_n \geq d_n) = \left[ \int_{-\infty}^{\hat{\theta} - \phi_n n^{-1/2}} \exp \{ h(\zeta) I' \{ B_n(\zeta) \} + \log(D_n) I \{ B_n^c(\zeta) \} \} \pi(\zeta) d\zeta \right. $$

$$+ \left. \int_{\hat{\theta} + \phi_n n^{-1/2}}^{\theta_0} \exp \{ h(\zeta) I' \{ B_n(\zeta) \} + \log(D_n) I \{ B_n^c(\zeta) \} \} \pi(\zeta) d\zeta \geq d_n \right]$$

$$= \Pr\left[ \int_{-\infty}^{\hat{\theta} - \phi_n n^{-1/2}} \exp \{ h(\zeta) \pi(\zeta) I' \{ B_n(\zeta) \} d\zeta + \int_{-\infty}^{\hat{\theta} - \phi_n n^{-1/2}} D_n \pi(\zeta) I' \{ B_n^c(\zeta) \} d\zeta \right. $$

$$+ \left. \int_{\hat{\theta} + \phi_n n^{-1/2}}^{\theta_0} \exp \{ h(\zeta) \pi(\zeta) I' \{ B_n(\zeta) \} d\zeta + \int_{\hat{\theta} + \phi_n n^{-1/2}}^{\theta_0} D_n \pi(\zeta) I' \{ B_n^c(\zeta) \} d\zeta \geq d_n \right]$$

$$\leq \Pr\left[ \exp \left\{ h(\hat{\theta} - \phi_n n^{-1/2}) \right\} + \exp \left\{ h(\hat{\theta} + \phi_n n^{-1/2}) \right\} \geq d_n - \exp(-c_0 n) \right].$$

where the inequality (S.1) is employed, $d_n = \exp(-n^{\gamma})$ with $0 < \gamma < 1/3 - 2\beta$ and $D_n = \exp(-c_0 n)$.

Combining (S.7) and (S.8) in the inequality of $\Pr(R_n \geq d_n)$, and taking into account

$\sum_{i=1}^{n} G'(X, \theta)$ is bounded for $\theta \in [\hat{\theta} - \phi_n n^{-1/2}, \hat{\theta} + \phi_n n^{-1/2}]$, we conclude that

$O(n^{4/3 - 2\beta}) \| \Pr(R_n \geq d_n) \|^{1/2} \rightarrow 0$ as $n \rightarrow \infty$, and then using (S.1) we complete the proof of Lemma A7.

**Lemma A8.** Assume that, for some $\gamma > 0$ and all $\theta$. $E[G(X, \theta)]^{\theta \gamma} < \infty$ and the following conditions are satisfied: $|\partial G(x, \theta)/ \partial \theta|$ and $|\partial^2 G(x, \theta)/ \partial \theta^2|$ are bounded by some function $Q(x)$ with $E[Q(X)] < \infty$, for $\theta \in [\hat{\theta} - \phi_n n^{-1/2}, \hat{\theta} + \phi_n n^{-1/2}]$, where $\phi_n = n^{1/6 - \beta}$, $\beta \in (0, 1/6)$. Define
π(θ) to be a twice continuously differentiable on θ ∈ [\hat{θ} − \varphi_n^{-1/2}, \hat{θ} + \varphi_n^{-1/2}] prior density function. Then
\[ -E\left[ \log \left( \int \pi(\zeta) \exp \{l_r(\zeta)\} d\zeta \right) \right] = -\log \left[ \pi(\theta) \left( 2\pi \sigma^2(\theta) / n \right)^{1/2} \right] + o(1), \]
where \( \sigma^2(\theta) = E\{G(X, \theta)\}^2 / \{EG'(X, \theta)\}^2 \) and \( G(X, \theta) = \partial G(X, \theta) / \partial \theta \).

**Proof of Lemma A8.**

Result (A.4) has the form
\[ -E\left[ \log \left( \int d_n \exp \{l_r(\zeta)\} \pi(\zeta) d\zeta + d_n \right) \right] + o(1) \leq -E\left[ \log \left( \int \exp \{l_r(\zeta)\} \pi(\zeta) d\zeta \right) \right] \leq -E\left[ \log \left( \int \exp \{l_r(\zeta)\} \pi(\zeta) d\zeta \right) \right], \] (S.9)
where \( \hat{\theta} \) satisfies \( n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta}) = 0 \).

To prove Lemma A8, we focus on the component \( E\log \left( \int \exp \{l_r(\zeta)\} \pi(\zeta) d\zeta \right) \) at (S.9) to show the inequality
\[ -E\left[ \log \left( \int \exp \{l_r(\zeta)\} \pi(\zeta) d\zeta \right) \right] \leq -\log \left[ \pi(\theta) \left( 2\pi \sigma^2(\theta) / n \right)^{1/2} \right] + o(1), \]
as \( n \to \infty \).

By the definition of \( l_r(\zeta) \) presented in (6) where \( \exp \{\log(D_n)\} I\{B_n^c(\zeta)\} \geq 0 \), we have
\[ -E\left[ \log \left( \int \pi(\zeta) \exp \{l_r(\zeta)\} d\zeta \right) \right] \leq -E\left[ \log \left( \int \pi(\zeta) \exp \{l_r(\zeta)\} I\{B_n(\zeta)\} d\zeta \right) \right] \]
\[ = -E\left[ \log \left( \int \pi(\zeta) \exp \{l_r(\zeta)\} I\{B_n^c(\zeta)\} d\zeta \right) \right]. \]

Thus, defining \( L_n = \int \pi(\zeta) \exp \{l_r(\zeta)\} I\{B_n^c(\zeta)\} d\zeta \), one can rewrite the inequality above as
Towards this end, we apply the Cauchy-Schwarz inequality and Lemma A6 to obtain

\[ -E \left[ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| d\zeta \} \right) \right] \]

\[ \leq -E \left[ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| d\zeta - L_n \} I\{ L_n \leq \exp(-n) \} \right) \]

\[ - E \left[ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| d\zeta - L_n \} I\{ L_n > \exp(-n) \} \right) \] \]

\[ \leq -E \left[ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| d\zeta - \exp(-n) \} \right) \] \]

\[ - E \left\{ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| I\{ B_n(\zeta) \} d\zeta \} - J_n \right) I\{ L_n > \exp(-n) \} \right\} \]

\[ \right\} = o(1). \]

Next we show that the remainder term in (S.10) satisfies

\[ -E \left\{ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| I\{ B_n(\zeta) \} d\zeta \} - J_n \right) I\{ L_n > \exp(-n) \} \right\} \]

Towards this end, we apply the Cauchy-Schwarz inequality and Lemma A6 to obtain

\[ E \left[ \left\{ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| I\{ B_n(\zeta) \} d\zeta \} - J_n \right) I\{ L_n > \exp(-n) \} \right\} \right] \]

\[ \leq \left[ E \left\{ \log \left( \int_{\theta - \varphi_n n^{-1/2}}^{\theta + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ |r(\zeta)| I\{ B_n(\zeta) \} d\zeta \} - J_n \right) \right\} \right]^{1/2} \left[ \Pr\{ L_n > \exp(-n) \} \right]^{1/2} \]

\[ = O\left( n^{4/3 - 2\beta} \left[ \Pr\{ L_n > \exp(-n) \} \right]^{1/2} \right), \]  \hspace{1cm} (S.11)

where \( \beta \in (0, 1/6) \) is defined in Lemma A6. According to (6), \( B_n(\zeta) \) is defined as

\[ I\{ B_n(\zeta) \} = I \left\{ \sum_{i=1}^{n} G(X_i, \zeta)^2 I(G(X_i, \zeta) < 0) < M \text{ or } \sum_{i=1}^{n} G(X_i, \zeta)^2 I(G(X_i, \zeta) > 0) < M \right\}. \]

This implies that \( \Pr\{ L_n > \exp(-n) \} \) in (S.11) satisfies

\[ \Pr\{ L_n > \exp(-n) \} \]
\[
\leq \Pr\left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \pi(\zeta) \exp \{ l r(\zeta) \} I \left( \sum_{i=1}^{n} G(X_i, \zeta) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) \\
+ \Pr\left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \pi(\zeta) \exp \{ l r(\zeta) \} I \left( \sum_{i=1}^{n} G(X_i, \zeta) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) 
\]

Without loss of generality, with respect to the assumptions of Proposition 1, we assume that \( \partial G(X_i, \theta)/\partial \theta < 0 \) for all \( i = 1, \ldots, n \). Then, for \( \zeta \in \left[ \hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2} \right] \), we obtain
\[
\sum_{i=1}^{n} G(X_i, \zeta)^2 I \{ G(X_i, \zeta) > 0 \} > \sum_{i=1}^{n} G(X_i, \zeta)^2 I \{ G(X_i, \hat{\theta} + \varphi_n^{-1/2}) > 0 \}
\]
and the first derivative of \( \sum_{i=1}^{n} G(X_i, \zeta)^2 I \{ G(X_i, \hat{\theta} + \varphi_n^{-1/2}) > 0 \} \) satisfies
\[
2 \sum_{i=1}^{n} G(X_i, \zeta) \frac{\partial G(X_i, \zeta)}{\partial \zeta} I \{ G(X_i, \hat{\theta} + \varphi_n^{-1/2}) > 0 \} < 0.
\]
The result (S.13) implies that \( \sum_{i=1}^{n} G(X_i, \zeta)^2 I \{ G(X_i, \hat{\theta} + \varphi_n^{-1/2}) > 0 \} \) decreases for \( \zeta \in \left[ \hat{\theta} - \varphi_n^{-1/2}, \hat{\theta} + \varphi_n^{-1/2} \right] \). Then by (S.12), we conclude with
\[
\sum_{i=1}^{n} G(X_i, \zeta)^2 I \{ G(X_i, \hat{\theta} + \varphi_n^{-1/2}) > 0 \} \]
Defining \( \theta_1 = \hat{\theta} + \varphi_n^{-1/2} \) and using that \( l r(\zeta) < 0 \), \( \int_{-\infty}^{\infty} \pi(\zeta) d\zeta = 1 \), we have
\[
\Pr\left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \pi(\zeta) \exp \{ l r(\zeta) \} I \left( \sum_{i=1}^{n} G(X_i, \zeta) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) \\
\leq \Pr\left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \pi(\zeta) \exp \{ l r(\zeta) \} I \left( \sum_{i=1}^{n} G(X_i, \theta_1) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) \\
\leq \Pr\left\{ \int \left( \sum_{i=1}^{n} G(X_i, \theta_1) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) \\
\leq \Pr\left\{ \int \left( \sum_{i=1}^{n} G(X_i, \theta_1) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) 
\]
In a similar manner to the analysis above, defining \( \theta_2 = \hat{\theta} - \varphi_n^{-1/2} \) one can show that
\[
\Pr\left\{ \int_{\hat{\theta} - \varphi_n^{-1/2}}^{\hat{\theta} + \varphi_n^{-1/2}} \pi(\zeta) \exp \{ l r(\zeta) \} I \left( \sum_{i=1}^{n} G(X_i, \zeta) > 0 \right) < M \big\} \big\} \quad \exp(-n) \right) 
\]
\[ \Pr \left\{ \sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) < 0) < M \right\} \leq 0. \]

Taking into account the Taylor expansion \( G(X_i, \theta_i) = G(X_i, \theta_0) + (\theta_i - \theta_0) \partial G(X_i, \tilde{\theta}_i)/\partial \theta \), where \( \theta_0 = \theta + \varphi_n n^{-1/2} \), \( \theta \) satisfies \( E[G(X_i, \theta)] = 0 \), \( \tilde{\theta}_i = \theta_0 + \bar{w}_i (\theta_i - \theta_0) \) with \( \bar{w}_i \in (0, 1) \), and \( |\partial G(X_i, \tilde{\theta}_i)/\partial \theta| < Q(X_i) \) with \( E[Q(X_i)^4] < \infty \), for all \( i = 1, \ldots, n \), one can then use Chebyshev's inequality to arrive at the expression \( \Pr \left\{ \sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) > 0) < M \right\} = O(n^{-r/2}) \), where \( E[\sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) > 0)] < \infty \) with \( q = E[\sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) > 0)] \) and \( r > 16/3 - 8\beta \), since \( E[G(X_i, \theta)]^{4+r} < \infty \) as required in Lemma A8 statement. In a similar manner, one can show that \( \Pr \left\{ \sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) < 0) < M \right\} = O(n^{-r/2}) \), where \( q_2 = E[\sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) < 0)] \) and \( E[\sum_{i=1}^{n} G(X_i, \theta_i)^2 I(G(X_i, \theta_i) < 0)] < \infty \).

Thus by virtue of (S.11) and the above analysis, we conclude with

\[ -\mathbb{E} \left[ \log \left( \int_{-\varphi_n n^{-1/2}}^{\varphi_n n^{-1/2}} \pi(\zeta) \exp \{ br(\zeta) \} I\{ B_n(\zeta) \} d\zeta \right) - J_n \right] \mathbb{P}\left[ L_n > \exp(-n) \right] = o(1). \]  \hspace{1cm} (S.14)

By (S.10) and (S.14), we obtain

\[ -\mathbb{E} \left[ \log \left( \int_{-\varphi_n n^{-1/2}}^{\varphi_n n^{-1/2}} \pi(\zeta) \exp \{ br(\zeta) \} d\zeta \right) \right] \leq -\mathbb{E} \left[ \int_{-\varphi_n n^{-1/2}}^{\varphi_n n^{-1/2}} \pi(\zeta) \exp \{ br(\zeta) \} d\zeta - \exp(-n) \right] + o(1). \]  \hspace{1cm} (S.15)

Applying a Taylor expansion to the function \( \log \left( \int_{-\varphi_n n^{-1/2}}^{\varphi_n n^{-1/2}} \pi(\zeta) \exp \{ br(\zeta) \} d\zeta - s \) of \( s = \exp(-n) \) about 0, we can rewrite (S.15) as

\[ -\mathbb{E} \left[ \log \left( \int_{-\varphi_n n^{-1/2}}^{\varphi_n n^{-1/2}} \pi(\zeta) \exp \{ br(\zeta) \} d\zeta \right) \right] \]
\[
\leq -E \left[ \log \left( \int_{\beta \sim \nu_{n \beta}}^{\beta+\phi_{n \beta}} \pi(\zeta) \exp \{ lr(\zeta) \} d\zeta \right) \right] + E \left[ \exp \left( -n \left\{ \int_{\beta \sim \nu_{n \beta}}^{\beta+\phi_{n \beta}} \pi(\zeta) \exp \{ lr(\zeta) \} d\zeta \right\} e_R \right]^{-1} \right] + o(1),
\]

(S.16)

where \( e_R \in (0, \exp(-n)). \)

To complete the proof of Lemma A8, we show the following two results regarding components of (S.16)

i) \(-E \left[ \log \left( \int_{\beta \sim \nu_{n \beta}}^{\beta+\phi_{n \beta}} \pi(\zeta) \exp \{ lr(\zeta) \} d\zeta \right) \right] \leq -\log \left[ \pi(\theta) \left( 2\pi \sigma^2(\theta)/n \right)^{1/2} \right] + o(1); \)

ii) \(E \left[ \exp \left( -n \left\{ \int_{\beta \sim \nu_{n \beta}}^{\beta+\phi_{n \beta}} \pi(\zeta) \exp \{ lr(\zeta) \} d\zeta \right\} e_R \right]^{-1} \right] = o(1). \)

The evaluation of (i) is based on the following scheme. Considering the Taylor expansion of \( lr(\theta) \), we have

\[
lr(\theta) = lr(\hat{\theta}) + (\theta - \hat{\theta}) \frac{\partial lr(\theta)}{\partial \theta} + \frac{1}{2} (\theta - \hat{\theta})^2 \frac{\partial^2 lr(\theta)}{\partial \theta^2} + \frac{1}{6} (\theta - \hat{\theta})^3 \left( \frac{\partial^3 lr(u)}{\partial \theta^3} \right) \bigg|_{u=\theta+\varepsilon(\theta - \hat{\theta})}, \sigma \in (0,1). \quad (S.17)
\]

Since \( lr(\theta) = -\sum_{i=1}^{n} \log \{ n + \lambda G(X_i, \theta) \} - \log(n^{-n}) \), one can show that

\[
\frac{\partial lr(\theta)}{\partial \theta} = -\lambda(\theta) \sum_{i=1}^{n} \frac{\partial G(X_i, \theta)}{\partial \theta},
\]

\[
\frac{\partial^2 lr(\theta)}{\partial \theta^2} = -\lambda(\theta) \sum_{i=1}^{n} \frac{\partial^2 G(X_i, \theta)}{\partial \theta^2} - \lambda(\theta) A(\theta),
\]

\[
\frac{\partial^3 lr(\theta)}{\partial \theta^3} = -\lambda(\theta) \sum_{i=1}^{n} \frac{\partial G(X_i, \theta)}{\partial \theta} - 2 \frac{\partial A(\theta)}{\partial \theta} A(\theta) - \lambda(\theta) \frac{\partial A(\theta)}{\partial \theta}, \quad (S.18)
\]

\[
\frac{\partial \lambda(\theta)}{\partial \theta} = \frac{n \sum_{i=1}^{n} p_i^2 G(X_i, \theta) / \partial \theta}{\sum_{i=1}^{n} p_i^2 G(X_i, \theta)^2}, \quad (S.19)
\]

\[
\frac{\partial^2 \lambda(\theta)}{\partial \theta^2} = \left[ \sum_{i=1}^{n} p_i^2 G(X_i, \theta)^2 \right]^{-1} \left[ \sum_{i=1}^{n} p_i^2 \{ \partial^2 G(X_i, \theta) / \partial \theta^2 \} - 2 (\partial \lambda(\theta) / \partial \theta) (\partial G(X_i, \theta) / \partial \theta) G(X_i, \theta) \right].
\]
\[-2 \sum_{i=1}^{n} p_i^3 \left\{ \left( \partial G(X_i, \theta) / \partial \theta \right) - \left( \partial \lambda(\theta) / \partial \theta \right) G(X_i, \theta)^2 \right\} \left\{ \left( \partial \lambda(\theta) / \partial \theta \right) G(X_i, \theta) + \lambda(\theta) \left( \partial G(X_i, \theta) / \partial \theta \right) \right\} \]  

(S.20)

where \( \lambda(\theta) \) satisfies \( \sum_{i=1}^{n} G(X_i, \theta) / \{ n + \lambda(\theta) G(X_i, \theta) \} = 0 \), \( p_i = \{ n + \lambda G(X_i, \theta) \}^{-1}, i=1,\ldots,n, \) and

\[
A(\theta) = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial^2 G(X_i, \theta) / \partial \theta^2}{\{ n + \lambda G(X_i, \theta) \}} - \frac{\partial \lambda(\theta) / \partial \theta \sum_{i=1}^{n} G(X_i, \theta) \partial G(X_i, \theta) / \partial \theta}{\{ n + \lambda G(X_i, \theta) \}} - \frac{\lambda(\theta) \sum_{i=1}^{n} \left( \partial G(X_i, \theta) / \partial \theta \right)^2}{\{ n + \lambda G(X_i, \theta) \}},
\]

for details see Vexler et al. (2014b).

Thus

\[
lr(\hat{\theta}) = \partial lr(\hat{\theta}) / \partial \theta = \lambda(\hat{\theta}) = 0,
\]

\[
\frac{\partial \lambda(\theta)}{\partial \theta} \bigg|_{\theta = \hat{\theta}} = \frac{n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta})}{n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta})} = \frac{n^{-1} \left\{ \sum_{i=1}^{n} \partial G(X_i, \theta) / \partial \theta \big|_{\theta = \hat{\theta}} \right\}^2}{n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta})^2}, \quad \text{(S.21)}
\]

since \( \hat{\theta} \) maximizes \( lr(\theta) \) as well as \( n^{-1} \sum_{i=1}^{n} G(X_i, \hat{\theta}) = 0 \).

It turns out that there are the following rules: 1) \( \partial^3 lr(\theta) / \partial \theta^3 \) depends on \( \partial^3 \lambda(\theta) / \partial \theta^3 \); 2) \( \partial \lambda(\theta) / \partial \theta \) and \( \lambda(\theta) \) via (S.18); 3) \( \partial^2 \lambda(\theta) / \partial \theta^2 \) depends on \( \partial \lambda(\theta) / \partial \theta \) and \( \lambda(\theta) \) via (S.20); and

4) \( \partial \lambda(\theta) / \partial \theta \) depends on \( \lambda(\theta) \) via (S.19), where \( \lambda(\theta) = O_p \left( n^{2/3} \right) \) by Lemma A7. This leads to the conclusion that \( \partial^3 lr(\theta) / \partial \theta^3 = O_p(n) \) for \( \theta \in \left[ \hat{\theta} - \varphi_n n^{-1/2}, \hat{\theta} + \varphi_n n^{-1/2} \right] \). This result is confirmed by Lemma 7 of Zhong and Ghosh (2016, p. 3033) that provides \( |\partial^3 lr(\theta) / \partial \theta^3| \leq C_i n \) almost surely for relatively large \( n \), where \( C_i \) denotes a positive constant. Defining

\[
\Lambda = \max_{\theta \in \left[ \hat{\theta} - \varphi_n n^{-1/2}, \hat{\theta} + \varphi_n n^{-1/2} \right]} \left| \partial^3 lr(\theta) / \partial \theta^3 \right|,
\]

it is clear that the result above and (S.17) imply the following inequality regarding the component

\[
-E \left[ \log \left( \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ lr(\zeta) \} d\zeta \right) \right] \quad \text{at (S.16)},
\]

\[
-E \left[ \log \left( \int_{\hat{\theta} - \varphi_n n^{-1/2}}^{\hat{\theta} + \varphi_n n^{-1/2}} \pi(\zeta) \exp \{ lr(\zeta) \} d\zeta \right) \right]
\]
\[
\leq -E \left[ \log \left\{ \int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \left\{ -\frac{1}{2} \frac{\partial^2 \ln(\tilde{\theta})}{\partial \zeta^2} (\zeta - \tilde{\theta})^2 \right\} d\zeta \right\} \right]
\]
\[
= -E \left[ \log \left\{ \int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \left\{ -\frac{1}{2} \frac{\partial^2 \ln(\tilde{\theta})}{\partial \zeta^2} (\zeta - \tilde{\theta})^2 \right\} d\zeta \right\} \right] - \phi \eta_n^{-1.5} E(\Lambda)
\]
\[
= -E \left[ \log \left\{ \pi(\tilde{\theta}) \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2} \frac{\partial^2 \ln(\tilde{\theta})}{\partial \zeta^2} (\zeta - \tilde{\theta})^2 \right\} d\zeta \right\} \right] + o(1)
\]
\[
= -E \left[ \log \left[ \pi(\tilde{\theta}) \left( 2\pi\eta_n^2 \right)^{1/2} \right] \right] + o(1) = -\log \left[ \pi(\theta) \left( 2\pi\eta_n^2 (\theta) \right)^{1/2} \right] + o(1), \quad (S.22)
\]
where \( \sigma^2(\theta) = \mathbb{E} \left[ G(X, \theta)^2 / \{EG'(X, \theta) \}^2 \right] \) and \( G'(X, \theta) = \partial G(X, \theta) / \partial \theta \).

The above analysis shows the statement \( (i) \) regarding \( (S.16) \) is in effect. Next we proceed to prove statement \( (ii) \) regarding \( (S.16) \).

By virtue of \( (S.17) \) and the analysis above, it is obvious that
\[
\int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \{ b(\zeta) \} d\zeta > \exp(-n) \quad \text{almost surely},
\]
\[
\text{since} \quad \int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \{ b(\zeta) \} d\zeta = \mathcal{O}(n^{-1/2})
\]

almost surely for relatively large \( n \). Taking into account that \( b(\tilde{\theta}) = 0 \), and then
\[
\int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \{ b(\zeta) \} d\zeta \geq \pi(\tilde{\theta}), \quad \text{we have, for} \quad e_R \in (0, \exp(-n)),
\]
\[
\frac{\exp(-n)}{\int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \{ b(\zeta) \} d\zeta - e_R} \leq \frac{\exp(-n)}{\int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \{ b(\zeta) \} d\zeta}
\]

Then \( (S.23) \) implies \( (ii) \) regarding \( (S.16) \) in the form of
\[
E \left[ \exp(-n) \left\{ \int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \pi(\zeta) \exp \{ b(\zeta) \} d\zeta - e_R \right\}^{-1} \right] = o(1).
\]

Thus taking into account the above result and \( (S.22) \), we obtain that
\[
- E \left[ \log \left\{ \int_{\tilde{\theta} - \phi \eta_n^{-1/2}}^{\tilde{\theta} + \phi \eta_n^{-1/2}} \exp \{ b(\zeta) \} \pi(\zeta) d\zeta \right\} \right] \leq -\log \left[ \pi(\theta) \left( 2\pi\eta_n^2 (\theta) \right)^{1/2} \right] + o(1).
\]

In a similar manner to the proof scheme above with respect to \( (S.9) \), one can show
This completes the proof of Lemma A8.

**R-Code**

```
##########################################################################
# The R code used to calculate the Monte Carlo (MC) expectations of the Maximum
# Empirical Likelihood Estimator (MELE) and the penalized MELE (Section 4)
##########################################################################

##########################################################################
#The scenario: G(X,theta)=X^2-2*theta*X when X~Exp(1)
##########################################################################

library(emplik)
n<- 15 # the sample size
MC<- 10000 # the number of MC replications

# Calculations of the true parameter’s value theta_0 and the theoretical bias shown in Proposition # 2:
# Calculate the first four moments of the Exp(1) distribution.
u1<- 1
c1<- u1;
c2<- 2/u1
c3<-factorial(3)/u1^3
c4<-factorial(4)/u1^4

theta0<- (c2/(2*u1))
Bias_theory<- (-2*c3 + 4*theta0*c2)/n/(-2*c1)^2

#The MC biases of the MELE, MC MELE, and MC penalized MELE
```
Bias_hat<- array()
theta_EL<- array()
theta_PEL<- array()

# Create the penalized empirical likelihood function

PEL<- function(x) {
    integ<- function(u) {
        xx<- x^2-2*u*x
        R<- ( -(exp((el.test(xx,0)$'-2LLR')*(-0.5)) )
             * ((4*u^2*c2-4*u*c3+c4)/(-2*c1)^2)^(-0.5) )
        return(R)
    }
    solu<- optimize(f=integ,c(0,2*theta_EL[mc]))$minimum
    return(solu)
}

# MC simulations

for(mc in 1:MC ){
    x<- rexp(n)
    theta_EL[mc]<- mean(x^2)/(2*mean(x)) #MELE
    Bias_hat[mc]<- (-2*mean(x^3) + 4*theta_EL[mc]*mean(x^2))/n/(-2*mean(x))^2
    theta_PEL[mc]<- PEL(x)
    print(c(mc))
    # Print values of true parameter, MELE, and the penalized MELE at mc_th simulation
    print(c(theta0,theta_EL[mc],theta_PEL[mc]))
    # Print the mean values of the MELE, and the penalized MELE
    print(c(mean(theta_EL),mean(theta_PEL)))
    # Print the mean square errors of the MELE and the penalized MELE
    print(c(mean((theta_EL-theta0)^2),mean((theta_PEL-theta0)^2)))
}

###########################################################################
# The scenario: G(X, theta)= exp(X)-exp(u)*exp(theta/2) where X~N(0,1)
library(emplik)

n<- 25
MC<- 5000
u1<-0;
sig<- 1;
c1<- exp(u1+sig^2/2)
c2<-exp(2*u1+2^2*sig^2/2)
theta0<- sig^2

ELbias<- (c2-2*c1*exp(u1)*exp(theta0/2)+(exp(u1)*exp(theta0/2))^2)*
        (-exp(u1)*exp(theta0/2)/4)/(-2)/(-exp(u1)*exp(theta0/2)/2)^3/n

PEL<- function(x){
  integ<- function(u){
    xx<- exp(x)-exp(u1)*exp(u/2)
    R<- (-exp((el.test(xx,0)$'-2LLR')*(-0.5))
    *((c2-2*c1*exp(u1)*exp(u/2)+(exp(u1)*exp(u/2))^2)
    /(exp(u1)*exp(u/2)/2)^2)^(-0.5)  
    return(R)
  }
  solu<- optimize(f=integ,c(0,theta_EL[mc]+2))$minimum
  return(solu)
}

Bias_hat<- array();
theta_EL<- array();
theta_PEL<-array()

# MC simulations
for(mc in 1:MC ){
  x<- rnorm(n,u1,sig)
theta_EL[mc]<- 2*log(mean(exp(x))/exp(u1)) #MELE
Bias_hat[mc]<- (mean(exp(2*x))-2*mean(exp(x))*exp(u1)*exp(theta0/2)
+(exp(u1)*exp(theta0/2))^2)*(-exp(u1)*exp(theta0/2)/4)/(-2)/(-exp(u1)
*exp(theta0/2)/2)^3/n
theta_PEL[mc]<- PEL(x)
print(c(mc))
print(c(theta0,theta_EL[mc],theta_PEL[mc]))
print(c(mean(theta_EL),mean(theta_PEL)))
print(c(mean((theta_EL-theta0)^2),mean((theta_PEL-theta0)^2)))
}

Additional Monte Carlo results

In this section, using the framework described in Section 4, we demonstrate numerical results that can be used to compare the proposed nonparametric approach with the following methods: (1) the parametric maximum likelihood estimations and their Jeffreys priors based corrections (Firth 1992, 1993), where the underlying data distributions are assumed to be known up to parameters; (2) The MELEs penalized by using different priors that present correct and incorrect information regarding the parameter of interest. We present the results of this limited Monte Carlo study in Tables S1, S2 and S3. Tables S1 and S2 show the MC expectations of the parametric maximum likelihood estimators \( \hat{\theta}_{pl} \) and their Jeffreys type corrections \( \hat{\theta}_{jpl} \) of \( \theta \).

Table S1

The Monte Carlo expectations of \( \hat{\theta}_{pl} \) and \( \hat{\theta}_{jpl} \) of \( \theta_0 \), when \( G(X, \theta) = X^2 - 2\theta X \).

<table>
<thead>
<tr>
<th>( X \sim N(10,2) ), ( \theta_0 = 5.2 )</th>
<th>( X \sim \text{Exp}(1) ), ( \theta_0 = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>15</td>
</tr>
<tr>
<td>( n(\hat{\theta}_{pl} - \theta_0) )</td>
<td>-0.219</td>
</tr>
<tr>
<td>( n(\hat{\theta}_{jpl} - \theta_0) )</td>
<td>0.209</td>
</tr>
<tr>
<td>( MSE(\hat{\theta}_{pl}) )</td>
<td>0.071</td>
</tr>
<tr>
<td>( MSE(\hat{\theta}_{jpl}) )</td>
<td>0.068</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( X \sim \text{Chisq}(1) ), ( \theta_0 = 1.5 )</th>
<th>( X \sim \text{Lognormal}(0,0.5) ), ( \theta_0 = 0.728 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>15</td>
</tr>
</tbody>
</table>
\[ n(\hat{\theta}_{pl} - \theta_0) \]  
\[ n(\hat{\theta}_{jpl} - \theta_0) \]  
\[ MSE(\hat{\theta}_{pl}) \]  
\[ MSE(\hat{\theta}_{jpl}) \]  

### Table S2

The Monte Carlo expectations of \( \hat{\theta}_{pl} \) and \( \hat{\theta}_{jpl} \) of \( \theta_0 \), when \( G(X, \theta) = \exp(X) - \exp(\mu + \theta / 2) \).

<table>
<thead>
<tr>
<th></th>
<th>( X \sim N(0,1) ), ( \theta_0 = 1 )</th>
<th>( X \sim N(1,1) ), ( \theta_0 = 1 )</th>
<th>( X \sim N(1.5,1) ), ( \theta_0 = 1.5 )</th>
<th>( X \sim N(1.5,1.5) ), ( \theta_0 = 1.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>15</td>
<td>25</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>( n(\hat{\theta}_{pl} - \theta_0) )</td>
<td>-1.076</td>
<td>-1.031</td>
<td>-1.072</td>
<td>-0.93</td>
</tr>
<tr>
<td>( n(\hat{\theta}_{jpl} - \theta_0) )</td>
<td>1.567</td>
<td>0.156</td>
<td>0.063</td>
<td>-0.12</td>
</tr>
<tr>
<td>( MSE(\hat{\theta}_{pl}) )</td>
<td>0.126</td>
<td>0.0789</td>
<td>0.041</td>
<td>0.026</td>
</tr>
<tr>
<td>( MSE(\hat{\theta}_{jpl}) )</td>
<td>0.128</td>
<td>0.075</td>
<td>0.041</td>
<td>0.027</td>
</tr>
</tbody>
</table>

As anticipated the parametric schemes outperform the nonparametric MELE’s and the penalized MELE’s that do not use the correct specifications of the underlying data distributions.

Table S3 demonstrates the MC evaluations of the following estimators

\[
\hat{\theta}_1 = \arg \max_\theta \left[ \exp \{ l(\theta) \} \exp \left( -0.5(\theta - \theta_0)^2 \right) / \sqrt{2\pi} \right],
\]

\[
\hat{\theta}_2 = \arg \max_\theta \left[ \exp \{ l(\theta) \} \exp \left( -0.5(\theta - \theta_0 + 1/2)^2 \right) / \sqrt{2\pi} \right],
\]

\[
\hat{\theta}_3 = \arg \max_\theta \left[ \exp \{ l(\theta) \} \exp (-\theta) \right],
\]

\[
\hat{\theta}_4 = \arg \max_\theta \left[ \exp \{ l(\theta) \} \exp \left( -(\theta + 1/2)\theta \right) \left( \theta + 1/2 \right) \right],
\]

\[
\hat{\theta}_5 = \arg \max_\theta \left[ \exp \{ l(\theta) \} \exp \left( -\theta / \theta_0 \right) / \theta_0 \right]
\]
\[ \hat{\theta}_6 = \arg \max_\theta \left[ \exp \left\{ l(\theta) \right\} \exp \left( -\theta / (\theta_0 + 1/2) \right) / (\theta_0 + 1/2) \right]. \]

**Table S3**

The Monte Carlo expectations of \( \hat{\theta}_i, i = 1, \ldots, 6 \), of \( \theta_0 \), when \( G(X, \theta) = X^2 - 2\theta X \).

<table>
<thead>
<tr>
<th></th>
<th>( X \sim N(10,2), \theta_0 = 5.2 )</th>
<th>( X \sim \text{Exp}(1), \theta_0 = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>( n(\hat{\theta} - \theta_0) )</td>
<td>-0.291</td>
<td>-1.802</td>
</tr>
<tr>
<td>( n(\hat{\theta}_2 - \theta_0) )</td>
<td>-0.615</td>
<td>-2.147</td>
</tr>
<tr>
<td>MSE(( \hat{\theta} ))</td>
<td>0.060</td>
<td>0.081</td>
</tr>
<tr>
<td>MSE(( \hat{\theta}_2 ))</td>
<td>0.061</td>
<td>0.082</td>
</tr>
<tr>
<td>( X \sim \text{Chisq}(1), \theta_0 = 1.5 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>( n(\hat{\theta} - \theta_0) )</td>
<td>-4.295</td>
<td>-5.035</td>
</tr>
<tr>
<td>( n(\hat{\theta}_2 - \theta_0) )</td>
<td>-8.683</td>
<td>-6.488</td>
</tr>
<tr>
<td>MSE(( \hat{\theta} ))</td>
<td>0.324</td>
<td>0.016</td>
</tr>
<tr>
<td>MSE(( \hat{\theta}_2 ))</td>
<td>0.341</td>
<td>0.017</td>
</tr>
<tr>
<td>( X \sim \text{Lognormal}(0,0.5), \theta_0 = 0.728 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( n )</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>( n(\hat{\theta} - \theta_0) )</td>
<td>-5.912</td>
<td>-6.497</td>
</tr>
<tr>
<td>( n(\hat{\theta}_2 - \theta_0) )</td>
<td>-5.103</td>
<td>-5.444</td>
</tr>
<tr>
<td>MSE(( \hat{\theta} ))</td>
<td>0.232</td>
<td>0.011</td>
</tr>
<tr>
<td>MSE(( \hat{\theta}_2 ))</td>
<td>0.245</td>
<td>0.012</td>
</tr>
</tbody>
</table>

In the considered scenarios, the use of correct values of \( \theta_0 \) in the prior constructions does not ensure that the penalizes MELE’s \( \hat{\theta}_i, i = 1, \ldots, 6 \), outperform the proposed estimators.
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