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Preface—Please Read!

In all likelihood, the Universe of Statistical Science is “relatively” or “pri-
vately” infinite and expanding in a similar manner to our Universe, sat-
isfying the property of a science that is alive. Hence, it would be absolute 
impossibility to include everything in one book written by humans. One of 
our major goals is to provide the readers a small but efficient “probe” that 
could assist in Statistical Space discoveries.

The primary objective of the this book is to provide a compendium of statis-
tical techniques ranging from classical methods through bootstrap strategies 
to modern recently developed statistical techniques. These methodologies 
may be applied to various problems encountered in health-related studies.

Historically, initial developments in statistical science were induced by 
real-life problems, when appropriate statistical instruments employed 
empirical arguments. Perhaps, since the eighteenth century, the heavy con-
volution between mathematics, probability theory, and statistical methods 
has provided the fundamental structures for correct statistical and biosta-
tistical techniques. However, we cannot ignore a recent trend toward redun-
dant simplifications of statistical considerations via so called “intuitive” and 
“applied” claims in complex statistical applications. It is our experience that 
applied statisticians or users often neglect the underlying postulates when 
implementing formal statistical procedures and with respect to the inter-
pretation of their results. A very important motivation towards writing this 
book was to better refocus the scientist towards understanding the underpin-
nings of appropriate statistical inference in a well-rounded fashion. Maybe 
now is the time to draw more attention of theoretical and applied researchers 
to methodological standards in statistics and biostatistics? In contrast with 
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many biostatistical books, we focus on rigorous formal proof schemes and 
their extensions regarding different statistical principles. We also show the 
basic ingredients and methods for constructing and examining correct and 
powerful statistical processes.

The material in the book should be appropriate for use both as a text and 
as a reference. In our book readers can find classical and new theoretical 
methods, open problems, and new procedures across a variety of topics for 
their scholarly investigations. We present results that are novel to the current 
set of books on the market and results that are even new with respect to the 
modern scientific literature. Our aim is to draw the attention of theoretical 
statisticians and practitioners in epidemiology and/or clinical research to 
the necessity of new developments, extensions and investigations related to 
statistical methods and their applications. In this context, for example, we 
would like to emphasize for whom is interested in advanced topics the fol-
lowing aspects. Chapter 1 lays out a variety of notations, techniques and 
foundations basic to the material that is treated in this book. Chapter 2 intro-
duces the powerful analytical instruments that, e.g., consist of principles 
of Tauberian theorems, including new results, with applications to convo-
lution problems, evaluations of sequential procedures, renewal functions, 
and risk-efficient estimations. In this chapter we also consider problems of 
reconstructing the general distribution based on the distribution of some 
observed statistics. Chapter 3 shows certain nontrivial conclusions regard-
ing the parametric likelihood ratios. Chapter 4 is developed to demonstrate 
a strong theoretical instrument based on martingales and their statistical 
applications, which include the martingale principle for testing statistical 
hypotheses and comparisons between the cumulative sum technique and 
the Shiryayev–Roberts approach employed in change point detection poli-
cies. A part of material shown in Chapter 4 can be found only in this book. 
Chapter 5 can assist the statistician in developing and analyzing various 
Bayesian procedures. Chapter 8 provides the fundamental components for 
constructing unconventional statistical decision-making procedures with 
power one. Chapter 9 proposes novel approaches to examine, compare, and 
visualize properties of various statistical tests using correct p-value-based 
mechanisms. Chapter 10 introduces the empirical likelihood methodol-
ogy. The theoretical propositions shown in Chapter 10 can lead to a quite 
mechanical and simple way to investigate properties of nonparametric like-
lihood–based statistical schemes. Several of these results can be found only 
in this book. In Chapter 14 one can discover interesting open problems. This 
book also provides software code based on both the R and SAS statistical 
software packages to exemplify the statistical methodological topics and 
their applied aspects.

Indeed, we focused essentially on developing a very informative textbook 
that introduces classical and novel statistical methods with respect to vari-
ous biostatistical applications. Towards this end we employ our experience 
and relevant material obtained via our research and teaching activity across 
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10–15 years of biostatistical practice and training Master and PhD level stu-
dents in the department of biostatistics. This book is intended for gradu-
ate students majoring in statistics, biostatistics, epidemiology, health-related 
sciences, and/or in a field where a statistics concentration is desirable, par-
ticularly for those who are interested in formal statistical mechanisms and 
their evaluations. In this context Chapters 1–10 and 12–14 provides teach-
ing sources for a high level statistical theory course that can be taught in a 
statistical/biostatistical department. The presented material evolved in con-
junction with teaching such a one-semester course at The New York State 
University at Buffalo. This course, entitled “Theory of Statistical Inference,” 
has belonged to a set of the four core courses required for our biostatistics 
PhD program.

This textbook delivers a “ready-to-go” well-structured product to be 
employed in developing advanced biostatistical courses. We offer lectures, 
homework questions, and their solutions, examples of midterm, final, and 
Ph.D. qualifying exams as well as examples of students’ projects.

One of the ideas regarding this book’s development is that we combine 
presentations of traditional applied and theoretical statistical methods with 
computationally extensive bootstrap type procedures that are relatively 
novel data-driven statistical tools. Chapter 11 is proposed to help instruc-
tors acquire a statistical course that introduces the Jackknife and Bootstrap 
methods. The focus is on the statistical functional as the key component of 
the theoretical developments with applied examples provided to illustrate 
the corresponding theory.

We strongly suggest to begin lectures by asking students to smile!
It is recommended to start each lecture class by answering students’ inqui-

ries regarding the previously assigned homework problems. In this course, 
we assume that students are encouraged to present their work in class 
regarding individually tailored research projects (e.g., Chapter 14). In this 
manner, the material of the course can be significantly extended.

Our intent is not that this book competes with classical fundamental 
guides such as, e.g., Bickel and Doksum (2007), Borovkov (1998), and Serfling 
(2002). In our course, we encourage scholars to read the essential works of the 
world-renown authors. We aim to present different theoretical approaches 
that are commonly used in modern statistics and biostatistics to (1) analyze 
properties of statistical mechanisms; (2) compare statistical procedures; and 
(3) develop efficient (optimal) statistical schemes. Our target is to provide 
scholars research seeds to spark new ideas. Towards this end, we dem-
onstrate open problems, basic ingredients in learning complex statistical 
notations and tools as well as advanced nonconventional methods, even in 
simple cases of statistical operations, providing “Warning” remarks to show 
potential difficulties related to the issues that were discussed.

Finally, we would like to note that this book attempts to represent a part of 
our life that definitely consists of mistakes, stereotypes, puzzles, and so on, 
that we all love. Thus our book cannot be perfect. We truly thank the reader 
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for his/her participation in our life! We hope that the presented material can 
play a role as prior information for various research outputs.

Albert Vexler
Alan D. Hutson
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Training samples, 194
Trimmed mean estimation

PROC UNIVARIATE, 289–290
SAS program, 289–291, 293–302

Trimmed mean statistic, 280–282
Trivial inequality, 70
True positive rate, 194, 195
t-tests, Wilcoxon rank-sum test vs., 

231–236
Two-sample nonparametric testing, 

308–309
Two schools of thought, 129
Two-stage acceptance sampling plan, 

168
Two-stage designs, sequential analysis, 

167–169
Type I error rate(s), 53, 167

empirical likelihood ratio test, 242
of maximum likelihood ratio test, 76
notion of, 129
probability of, 70, 73

Simon’s two-stage designs, 168
in statistical decision-making,  

69, 72
test with power one, 217–218

Type I error rate control, 100, 106–107, 
134, 145, 156, 207, 365–366

Type II error probability, 73, 74
test with power one, 218

Type II error rate, 168
Simon’s two-stage designs, 168–169

U

Unbiased statistical test, 230
Uniroot function, 52, 68, 175, 312
Unit step function, 266
Upper control limit (UCL), 111
U-statistic theory, 192, 198

V

Validation samples, 194
VAP, see Ventilator-associated 

pneumonia
Variance, 155

Bayes factor vs., 160, 161
estimation, 263, 268
population, 262
stabilization, 265

Variants on Laplace’s method, 142–145
Ventilator-associated pneumonia (VAP), 

254
Ville and Wald inequality, 205–206,  

208
Bayes factor, 209
distribution function, 210–211
statistical significance, 213–218
in sums of iid observations, 209–213
symmetric distribution function, 

211–213
W
Wald approximation to average sample 

number, 173–174, 176
Wald martingale, 307
Wald’s lemma, 44, 92
WEIGHT statement, 273
Welch’s t-test, 227–229
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